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Executive Summary

In our collaborative study with the California Department of Transportation
(Caltrans), we have developed an advanced targeted warning system to
enhance safety and traffic flow near work zones. This system uses real-time
vehicle-specific data to generate personalized messages, prompting drivers to
merge safely and efficiently. The core of this system lies in automated vehicle
detection and Make and Model Recognition (VMMR), which was achieved with
both a cost-effective solution with the Milesight camera and a more robust,
higher-end Vidar system. The latter offers built-in VMMR capabilities along with
contfinuous updates and support, making it suitable for large-scale
implementation despite its higher cost.

Field tests conducted primarily during daylight have validated the
reliability of both systems in vehicle detection and attribute extraction. Although
these tests did not directly assess the impact of the systems on traffic safety, the
results confirm the technical efficacy of our systems. Simulation studies using PTV
VISSIM software (a traffic simulation software) further supported the potential of
targeted warning messages to improve worker safety by reducing late merges
near work zone tapers.

Optimal placement of cameras and message boards was also explored,
with simulation results suggesting that positioning these elements far from the
lane closure maximizes driver response time and safety. The proposed
placements integrate seamlessly with existing Caltrans infrastructure, enhancing
the practicality of implementation.

As we move to the next phase of this study, we will focus on field
implementation to directly observe the system's effect on traffic behavior and
safety, refining our approach based on real-world data.

Major Results and Recommendations

Our comprehensive research and extensive field testing demonstrated
the effectiveness of both a custom-developed artificial intelligence-based (Al-
based) VMMR system, used in conjunction with a low-cost camera, and the
more advanced, commercially available Vidar system. Both systems proved
highly capable in accurately detecting vehicles, estimating their speed, and
identifying their color, make, and model during daytime conditions. Our traffic
simulations underscored the importance of driver compliance in enhancing
safety and traffic flow near work zones. These results also indicate that
placement of the warning message board far from the lane closure improves



traffic flow and safety. Consequently, we recommend placing message boards
at strategic locations far from lane closures to allow drivers sufficient time to
respond to warnings. While both systems showed promise, our final
recommendation is that Caltrans adopt the commercial off-the-shelf Vidar
system for its comprehensive functionality, support, and ongoing updates to
accommodate ever increasing list of new vehicle makes and models.
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Chapter 1 Introduction

Problem

In today's dynamic traffic environments, a critical problem emerges: ensuring
the safety of both workers and drivers while maintaining efficient traffic flow,
particularly near temporary lane closures in work zones. Despite the presence of
traditional traffic management tools, like arrow boards and signposts, a
challenge persists in ensuring driver attention and compliance with such
warning message signs. Generic warning signs and instructions are frequently
overlooked or misinterpreted by drivers. The resulting delayed reaction or non-
compliance can potentially lead to unsafe conditions, including abrupt lane
changes, collisions, and near-miss incidents, exacerbating the risk to road
workers and other motorists. This problem is particularly pronounced in high-
speed traffic conditions where the available response time is limited, and the
consequences of errors are potentially severe. The need is for an innovative
approach that not only captures the attention of drivers more effectively but
also provides them with timely, relevant, and personalized information to guide
their actions. Addressing this challenge is important for enhancing the safety
and efficiency of highway maintenance operations, especially in the face of
increasing traffic volumes and the complex dynamics of modern road networks.

Objectives

Cenftral to the research goal is the development and integration of an
advanced vehicle detection system, particularly focusing on vehicle make and
model recognition (VMMR). This sophisticated detection capability is important
for identifying individual vehicles and their specific characteristics, which forms
the foundation of our targeted approach. Building on this foundation, the
project aims to utilize the data gathered from vehicle detection to generate
personalized and targeted warning messages. These messages are designed to
be directly relevant to each driver, thereby increasing the likelihood of
compliance with the warning message. By customizing the content and timing
of these messages, we anficipate an improvement in driver response,
contributing to safer and more orderly traffic flow in and around work zones.

Following development of custom systems or selection of commercial off-the-
shelf (COTS) tools, another essential part of our endeavor is the comprehensive
evaluation of the system's effectiveness. This evaluation includes extensive field
testing and simulation studies to assess the technical performance of both the
custom-developed VMMR system and the all-in-one Vidar camera system.
These evaluations are intended to provide a clear understanding of the
strengths and limitations of each system under real-world conditions.
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Another important part of our objectives centers around the use of VISSIM
simulation studies to understand the potential impact of driver compliance on
safety and traffic flow. These simulations have been instrumental in providing
insights info how improved compliance, theoretically influenced by targeted
messaging, could enhance overall traffic dynamics and safety within work
Zones.

In addition, these simulations have also been vital in determining the best
placement for camera systems and message boards. By simulating various
traffic scenarios and configurations of work zones, we have gained a deeper
understanding of where these components can be most effective. This strategic
placement is important for maximizing the potential benefits of the targeted
warning system, ensuring that drivers receive timely and relevant information.

Finally, the project aims to translate these findings into strategic
recommendations for Caltrans. These recommendations cover the optimal
placement of message boards and camera systems as well as hardware and
software recommendations for field implementation.

Scope

The scope of this project encompasses several key areas, each critical to
developing a system and complementary to an existing work zone traffic
management solution:

Technology Development and Integration: We focused on developing and
integrating advanced vehicle detection technology, including a VMMR system.
This process includes custom-developed Al algorithms as well as the assessment
of COTS systems. The scope covers the technical development, testing, and
refinement of these systems.

Simulation Studies: Part of this research is dedicated to conducting traffic
simulation studies. These simulations are important for understanding the
theoretical impact of driver compliance on safety and traffic flow as well as
determining the optimal placement of the camera system and message boards
near lane closures.

Field Testing: The project involves field testing of the vehicle detection
systems under various daylight conditions. While these tests primarily assess the
technical accuracy of vehicle detection and VMMR, they provide invaluable
data for understanding the systems' real-world applicability and performance.

Data Analysis and Recommendations: The scope includes thorough analysis
of data gathered from both simulation studies and field tests. Based on this
analysis, we will formulate strategic recommendations for Caltrans concerning
the implementation of these technologies in actual work zone settings.



Documentation and Reporting: The project entails detailed documentation of
all processes, findings, and recommendations, including the preparation of a
final report that encapsulates the entire project, from conception to conclusion,
offering a comprehensive overview of our research, findings, and guidance for
future implementation.
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Typical Application 33
The
project is designed to align with Caltrans' current practices and infrastructure,
ensuring that the outcomes are not only effective but also practical and
feasible for real-world application. By maintaining this scope, we aim to
contribute meaningfully to the advancement of traffic management strategies
in work zones, enhancing safety and efficiency on California's highways.

Figure 1.1: Work zone arrangement involving lane closure [1].
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Background

The motivation for this project lies in the ongoing challenges faced in work
zone traffic management, especially in the context of temporary lane closures
for highway maintenance and construction. Historically, managing traffic near
work zones has been a complex task, balancing the need for road
maintenance with the safety of workers and the uninterrupted flow of fraffic.
Traditional approaches have relied on standard traffic control devices like
cones, barriers, signboards, and arrow boards. Figure 1.1 shows existing work
zone guidelines regarding the placement of warning message boards and
signages. However, these measures have often proven inadequate in ensuring
driver compliance, leading to potentially unsafe scenarios and traffic
inefficiencies.

A notable issue, particularly in scenarios involving lane closures, is the
phenomenon of “leapfrogging.” This situation occurs when traffic builds up in
the open lanes, prompting some drivers in the closed lane to take advantage of
the thinning fraffic, accelerate and leapfrog ahead, seeking to merge further
down, closer to the lane closure. This behavior not only exacerbates congestion
but also significantly increases the risk of collisions. Drivers attempting to
leapfrog tend to make sudden, unpredictable maneuvers, disrupting the flow of
traffic and creating unsafe conditions for themselves and others on the road.
This issue is especially concerning in high-speed fraffic environments, such as
highways, where the consequences of such maneuvers can be severe.
Addressing leapfrogging behavior is an important aspect of improving traffic
safety and efficiency in work zones, necessitating a solution that effectively
guides driver behavior in these situations.

Advancements in technology have opened new avenues for addressing
such situations. The integration of artificial intelligence and machine learning in
traffic management systems has the potential to enhance safety and
operational efficiency. This project builds upon these technological
advancements, aiming to leverage artificial intelligence-driven (Al-driven)
vehicle detection and targeted messaging to address the specific issues around
work zones.

Warning messages targeting specific vehicles that indicate unsafe driving
patterns, such as delayed merging, can potentially reduce the number of such
cases. Our background research indicates a gap in existing work zone traffic
management systems regarding personalized driver communication. Most
current systems do not account for individual driver behavior or vehicle
characteristics, which can be pivotal in influencing driver decisions and actions
in work zones.

Additionally, the rapid evolution of vehicle technology and the increasing
complexity of traffic patterns, due to a mixture of autonomous and manual
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vehicles, necessitate a more sophisticated approach to work zone traffic
management. This project aims not only to develop a solution that addresses
current challenges but also to be adaptable enough to meet future demands in
traffic safety and management.

In summary, this project is rooted in the need for more effective traffic
management solutions in work zones. By understanding the limitations of
traditional methods and harnessing the power of modern technology, this
project aims to conftribute to the field of work zone traffic management and
road safety.

Research Methodology

Our research methodology adopted a two-pronged approach with each
prong tailored to evaluate distinct, yet complementary, components of work
zone fraffic management solutions.

The first approach focused on integrating cost-effective commercial
technologies with custom-developed Al techniques. We selected a
commercial camera system based on specific criteria: cost-effectiveness,
vehicle detection, license plate recognition, and speed measurement
capabilities. Our team then developed Al algorithms capable of extracting
vehicle-specific information, such as make and model, from the visual data
captured by these cameras.

The second approach sought to assess an all-in-one commercial solution, a
system inherently equipped to perform the functions of the camera system but
with added VMMR capabilities. This advanced system was designed to detect
vehicles, read their license plates, measure their speed, and identify vehicle-
specific information, such as make, model, and color.

In our research, we carefully selected two distinct COTS systems for
evaluation: Milesight and VIDAR. Milesight offers capabilities in detecting
vehicles, recognizing license plates, and measuring their speed. This system was
chosen for its cost-effectiveness and fundamental features necessary for work
zone traffic management. This system needs to be paired with custom Al-based
make and model recognition software for adoption in targeted warning
generation. VIDAR represents a more comprehensive solution. It not only
encompasses all the capabilities of Milesight but also extends to the detection
of vehicle-specific information, such as make, model, and color.

The selection of these two systems was strategic; Milesight allowed us to
explore the feasibility of pairing basic vehicle detection with our custom-
developed Al for enhanced functionality at a lower cost, while VIDAR offered
an all-in-one solution that could potentially streamline the process by integrating
all desired features into a single, albeit more expensive, package. This
distinction between the two systems was pivotal in our methodology, allowing

5



for a comparative analysis of a modular versus an integrated approach in work
zone fraffic management technology.

Both systems underwent rigorous field testing to quantify their performance
across various parameters. We evaluated their performance in vehicle
detection, license plate recognition, speed measurement, and the extraction of
make, model, and color data. These field tests were important in comparing
the efficacy of the custom Al-enhanced low-cost system versus the
comprehensive capabilities of the all-in-one commercial solution.

In parallel with the field testing of these systems, our research relied on traffic
simulation studies using VISSIM software. These simulations served two critical
purposes: firstly, fo gain a deeper understanding of the role of driver compliance
in safe and efficient merging near lane closures, and secondly, to ascertain the
optimal placement of targeted message boards. By simulating various traffic
scenarios, we were able to analyze the potential impact of different message
board locations on driver behavior and overall traffic flow.

Additionally, our methodology encompassed a continuous process of data
analysis and refinement. Based on the insights gained from both field tests and
simulations, we iteratively improved our systems and strategies. This approach
ensured that our recommendations are grounded in empirical evidence and
tailored to the nuances of real-world work zone traffic management challenges.

Overall, our research methodology combined practical field tests with
simulations, creating a robust framework for decision making and design
selection. This comprehensive approach aimed to not only address the
immediate challenges of work zone traffic management but also to contribute
insights for future advancements in the field.

Additional Considerations:

Data Privacy and Ethics: In developing and implementing our systems, we
adhered to strict data privacy guidelines, ensuring that all collected data were
anonymized and used solely for research purposes.

Experimental Conditions: Our experimental evaluations predominantly
focused on daytime conditions, recognizing that the adopted technologies are
vision-based and rely on the clear visibility of vehicles. This decision was also
driven by the fact that most temporary lane closures take place during the day.
Concurrently, with a forward-looking perspective, we developed a simpler,
license plate-based method tailored for nighttime use. This method was
designed to address the inherent visibility challenges of nighttime conditions,
leveraging the relative reliability of license plate recognition in low-light
environments. It's important to clarify that while this nighttime-oriented
approach was developed, its experimental evaluation was not within the scope
of our current study. We prioritized a thorough investigation of daytime
conditions, thereby ensuring depth and precision in our findings. However, the
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inclusion of this nighttime-focused technique serves as a foundational step,
informing Caltrans of viable options for future expansion into nighttime adoption
of targeted warning systems. This dual approach underscores our commitment
to providing Caltrans with comprehensive, adaptable solutions.

Overview of Research Results and Benefits

Our research yielded promising results that have important implications for
traffic management in work zones. The two systems we evaluated, Milesight
and VIDAR, demonstrated distinct strengths in their respective areas of
application.

Milesight System: This system, complemented by our custom Al algorithms for
VMMR, proved effective in vehicle detection, license plate recognition, and
speed measurement. While it required additional development for VMMR, its
cost-effectiveness makes it a viable option for wide-scale implementation where
budget constraints are a consideration.

VIDAR System: As an all-in-one solution, VIDAR excelled in not only performing
the basic functions of vehicle and license plate detection and speed
measurement but also in accurately identifying vehicle-specific details like
make, model, and color. The higher cost of this system is offset by its
comprehensive capabilities and reduced need for additional development.

Both systems demonstrated high accuracy during daylight field tests in their
respective functionalities. In light of our research and evaluations, we
recommend the VIDAR system for traffic management in work zones,
particularly in scenarios where budgetary constraints are less restrictive. The
recommendation for VIDAR is anchored in its more robust design and the
comprehensive nature of its capabilities. Unlike the Milesight system, which
requires additional development for VMMR, VIDAR offers an all-encompassing
solution that seamlessly integrates vehicle detection, license plate recognition,
speed measurement, and the identification of specific vehicle attributes like
make, model, and color.

A critical advantage of the VIDAR system is its ability to continuously update
and accommodate new vehicle models and makes. This feature is particularly
important given the rapid evolution of vehicle designs and technology, ensuring
that the system remains relevant and effective over time. Additionally, the
support and service provided by the manufacturers of VIDAR add a layer of
reliability and assurance, making it an attractive option for long-term
implementation in work zone traffic management scenarios.

The recommendation to adopt the VIDAR system is thus based not only on its
current performance but also on its potential for adaptability and sustained
effectiveness in the dynamic landscape of road traffic and vehicle technology.



Our VISSIM simulation studies played an important role in understanding the
dynamics of traffic flow and safety in work zones. These simulations illuminated
the importance of driver compliance and timely merging in ensuring efficient
traffic movement and reducing safety risks near lane closures. We observed
that driver response to merge warnings significantly impacts the occurrence of
unsafe conditions, such as late merges at the taper, which can lead to near-
miss incidents or collisions. This insight underscores the potential impact of the
proposed targeted warning system. By providing personalized, relevant
information to drivers through this system, we anticipate an improvement in
driver compliance with the warning signs. Such an enhancement in driver
compliance is expected to contribute to smoother traffic flow and heightened
safety in work zones. Therefore, the targeted warning system, as suggested by
our research, could be an effective tool in improving current work zone traffic
management practices.



Chapter 2 Commercial Off the Shelf
Camera System Selection

The cornerstone of effective targeted message generation lies in the
strategic selection of the camera system. The ability to generate precise and
relevant messages hinges on leveraging license plate recognition (LPR), vehicle
make and model recognition (VMMR), and vehicle speed detection
capabilities.

Reliable and timely LPR is important when selecting an appropriate product
as it produces the vital data necessary to construct targeted messages.
Moreover, license plates enable the retrieval of other vehicle information from
web (e.g., Department of Motor Vehicle [DMV] application programming
interfaces (APIs)), which is particularly useful when VMMR is unavailable in
camera or VMMR fails to function in low-light conditions. The capability to
measure vehicle speed is equally valuable, enabling the generation of
deceleration prompts for vehicles that are approaching too quickly before
merging. Additionally, the inclusion of VMMR is a significant advantage as it
allows for the creation of messages that incorporate make and model
information, which tends to be more readily identifiable and comprehensible for
drivers since it is not reasonable to expect all drivers to remember their license
plate information.

Given the significant cost associated with cameras equipped with VMMR,
our exploration of solutions was twofold. Firstly, we considered a cost-effective
approach that leverages cameras with basic LPR capabilities, circumventing
the need for an expensive VMMR module. Secondly, we evaluated the
feasibility of deploying a comprehensive camera system that includes an VMMR
module, acknowledging its higher acquisition cost but recognizing the simplicity
and potential efficiency it brings to system setup.

In our quest to find the most suitable camera systems for targeted warning
message (TWM), we narrowed down our choices to two distinct solutions: the
Milesight camera for its cost-effectiveness and essential functionality, and the
VIDAR camera for its comprehensive features and straightforward deployment.
These selections were made after a meticulous evaluation of available products
with a focus on their potential o enhance traffic safety and efficiency through
advanced detection and messaging capabilities.

This chapter provides an in-depth look at the Milesight and VIDAR cameras,
detailing their specifications, core functionalities, and the rationale behind their
selection. While the specifics of our field tests will be discussed in a later
chapter, it's important to note that these cameras were chosen based on
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preliminary assessments that underscored their suitability for extensive real-world
deployment and testing on freeways and highways.

Milesight Camera System

Product Introduction:

In our search for a cost-effective camera product, we selected the Radar Al
LPR 4x/12x Pro Bullet Plus Network Camera from Milesight. This choice was
motivated by the camera's LPR capabilities and its integrated radar features, for
vehicle detection and speed measurement, making it a viable component of our
cost-effective solution.

Sensor Capabilities:

The camera's radar system enhances its tfracking capability, supporting the
detection of multiple targets—up to 32 vehicles—across one to four lanes. Its
speed detection range is extensive, from 5 km/h to 200 km/h with an accuracy
of £0.36 km/h, ensuring speed measurements under a wide variety of traffic
conditions. It can be installed at heights ranging from 2to 7 m.

The Milesight camera features 1/2.8" Progressive Scan CMOS sensors with
minimum illumination requirements as low as 0.001 Lux for color and 0.00 Lux with
Infrared on, ensuring clarity in low-light conditions. It supports 140 dB Super WDR
Pro, ensuring image quality in diverse lighting. The cameras allows for rapid
shutter times of 1/100000 s, and IR distances reaching up to 180m, facilitating
night vision. Lens specifications include 12x optical zoom capabilities, with focus
conftrol being either automatic or manual. The aperture ranges from F1.6-F1.7 to
F1.6-F2.8, and iris control is automated.

Automatic Recognition Capabilities:

The Milesight camera is capable of recognizing vehicles fraveling at speeds
up to 200 km/h and can simultaneously capture up to four distinct regions.

Beyond LPR, speed, and direction detection, the camera is equipped to
recognize vehicle types. The vehicle type information is not detailed enough,
only including high level categories such as trucks or cars. The camera is also
capable of providing color information, which can be used to compile a
targeted warning message.
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Figure 2.2: An example Ul of Milesight camera. A single region of interest (blue
rectangle on the left) is defined in our application.

The basic functionality of the Milesight camera, including vehicle detection,
LPR, color, and speed measurement, makes it a reasonable choice for our cost-
effective targeted warning message (TWM) solution.

Figure 2.1 shows the Milesight Camera/Radar system. It has a relatively small
footprint and can be mounted on a post as was done in our experiments.
Figure 2.2 shows the Ul of the Milesight camera extracted during a field test. As
seen in this figure, the camera system provides a list of detected vehicles with
information about their license plate, plate type, plate color, vehicle type,
vehicle color, speed, direction and detection region. Detection region is only
used when multiple regions in the field of view of the camera are defined as
regions of interest. In our use-case examined a single lane (closed lane), and
hence, a single region of interest was defined.
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VIDAR Camera System

Product Introduction:

The VIDAR camera represents a high-end product choice for TWM, complete
with infegrated LPR and VMMR. It is supported by dual high-resolution sensors
and radar. This integration negates the need for developing a separate VMMR
module, streamlining deployment, albeit at a higher cost point than the
Milesight camera.

It also features an intuitive user interface (Ul) that significantly enhances
interaction, allowing for fine-tuned control over camera, radar, and a myriad of
settings to adapt to various road conditions. Users can effortlessly customize
triggering distances, specific areas, and lane settings to suit the dynamic needs
of traffic flow. This level of customization ensures that the VIDAR camera excels
in accurately identifying and tracking vehicles across different lanes, which is
particularly useful for targeted messaging in traffic scenarios where attention is
focused on specific lanes.

Sensor Capabilities:

The imaging specifications include a high-resolution sensor of 2432 x 2048,
which, combined with color and global shutter technology, ensures detailed
image capture. It operates with a maximum frame rate of 45 FPS at 3 MP on
sensor 1 and 120 FPS at 720 p on sensor 2, accommodating various traffic
speeds and conditions. The camera offers a motorized zoom lens with remote
focus and zoom adjustability, featuring an optical zoom up to 18x and a
variable focal length between 4.8 to 84.6 mm.

Enhanced radar capabilities of the VIDAR camera system enable precise
vehicle speed and direction detection, which is important for speed
enforcement and safety analysis.

The camera provides a wide field of view (Tele: 8.1° x 6.1° to Wide: 25.1° x
21.3°) for extensive area coverage. Automatic number-plate recognition
(ANPR) capabilities are designed to function optimally within a distance range
of 10 to 20 m in ambient light and up to 50 m in total darkness or reflective
license plates, handling vehicle speeds ranging from 0 km/h to over 320 km/h.
This VIDAR model ensures coverage for road widths up to 10 m.
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Figure 2.3: VIDAR speed from Adaptive Recognition.

Automatic Recognition Capabilities:

The VIDAR camera features on-board intelligence with capabilities for LPR
and VMMR. The VIDAR camera's built-in models are designed to provide
accurate detection across a wide range of light (either day or night mode) and
road conditions (freeway or highway). Its advanced sensors and detection
algorithms ensure reliable identification. Beyond LPR and VMMR, VIDAR
provides other information, such as vehicle type, color, speed, and direction.

A standout feature of the VIDAR system is its dedication to maintaining reliable
performance through bi-annual updates to its Al detection models. This
commitment ensures that the camera remains effective over time by recognizing
the latest vehicle makes and models.

Figure 2.3 shows the camera system. Figure 2.4 provides an example Ul. For
each detected vehicle the camera system provides information about country,
state, speed, lane, make, model, category (e.g., van), and color, etfc.
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Chapter 3 Make and Model Recognition

Custom Al-Based Vehicle Make and Model
Recognition

The inception of our custom Al-based VMMR algorithm was driven by the
specific need to augment the capabilities of the Milesight camera within our
TWM system. While the Milesight camera offered robust LPR and basic vehicle
detection functionalities, it lacked the intrinsic ability to identify vehicle makes
and models. Recognizing the significance of this feature in delivering precise
and relevant TWMs, we embarked on developing a custom Al solution. This
chapter discusses our journey in creating a VMMR algorithm that seamlessly
integrates with the Milesight camera, bridging the gap between basic vehicle
detection and the nuanced recognition of vehicle specifics.

This chapter delves into the details of the machine learning method we
devised, the dataset used in the training process, and our performance
evaluation results.

Our approach to VMMR leveraged latest developments in deep learning,
specifically through a visual classifier built upon a residual network (ResNet)
architecture [2]. ResNet is a revolutionary neural network architecture that
allows for training extremely deep networks. Its key innovation is the introduction
of "residual blocks", which use skip connections to jump over some layers. These
connections perform identity mapping, and their outputs are added to the
outputs of the stacked layers. Importantly, this design significantly improves the
flow of gradients throughout the network, enabling the training of networks that
are much deeper than was previously feasible. ResNets, with their deep yet
efficient architecture, have demonstrated remarkable performance in a variety
of visual recognition tasks. Figure 3.1 shows the residual block and a sample
ResNet architecture.

We chose the ResNet-50 [2] model; a robust architecture known for its
efficacy in visual tasks and especially classification tasks. This network receives
an image as input and extracts the most relevant visual features in the form of a
feature vector that can then be used in a subsequent task, such as vehicle
make and model recognition. Initially, this model was pretrained on the
extensive ImageNet dataset [3], providing a solid foundation of visual
understanding. We then fine-tuned this pretrained model specifically for the
VMMR task, adapting it in a supervised learning [4] setting. The goal was to train
the model to accurately classify input images into distinct vehicle make and
model categories.
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Figure 3.2 illustrates the model outline, highlighting the ResNet-50 based
architecture and its adaptation for the VMMR task. This figure provides a visual
representation of the model's structure, showcasing how the visual data are
classified as a particular make and model.
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Figure 3.2: Model outline. The ResNet-50 vision model receives an image, and
the classifier picks the most probable make and model from among
participating vehicle make and model classes.

ImageNet dataset, which is used for pretraining the model, is a large dataset
often used for training and evaluating visual recognition models. It consists of
over 1.4 million images across 1,000 classes. For the specific VMMR task, we
used VMMRdb dataset [5], which consists of nearly 300,000 images across over
9,000 classes corresponding to vehicle makes, models, and manufacturing years
between 1950 and 2016. The information was collected by crawling the
webpages related to vehicle sales, especially Craigslist and Amazon websites.
The labels are generated based on seller title and description.

Considering the 2016 cutoff and noting that the newest makes and models
may not be adequately covered in the VMMRdb dataset given their then
recent availability, we complemented this dataset through our own data
collection effort, which spanned vehicle makes and models that were available
in the United States for the 2015 to 2022 period. To accomplish this objective, we
automated the internet image search for each model. The search phrase
would consist of vehicle make, model, year, and the term “exterior” as we found
better quality search results when narrowing to vehicle exteriors. We
downloaded the first 60 image results for nearly all of the make/model/year
searches. This resulted in a combined dataset size of over 436,303 images across
11,535 classes.

The performance of the trained model was evaluated on a dataset of 42
actual roadside images from one of our recordings where each image is
presented to the model and its predicted make and model is recorded. To
assess the accuracy of the label prediction, ground-truth make and model is
obtained via searching the license plate online. For a few vehicles with missing,
illegible, or custom license plates, true make and model was obtained through
visual identification and possibly using the actual network output as guidance.

Notably, for evaluation, only make and model information was considered
and information on year was dismissed. This decision was made to avoid the
inherent ambiguity in predicting the year among the same makes and models
from several different consecutive years since manufacturers rarely update the
exterior design (at least in a significant way) in all consecutive products of the
same make and model. Nevertheless, if the year interval is of interest, a lookup
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table can be constructed that lists fime intervals associated with similar designs
for each make and model. Then, by finding the interval that spans the
predicted year, that information can also be retrieved.

Figure 3.3: Top — ambiguous test image that is potentially misclassified. Bottom
left- predicted label (Chevrolet Tahoe). Bottom right - presumed true label
(Chevrolet Silverado).

Out of the 42 vehicle images, the make and model of 41 vehicles were
correctly identified, resulting in an approximate 98% accuracy. Further, the only
misidentified vehicle looks ambiguous even to the human eye. Figure 3.3 shows
the image of this sample and the true and predicted makes and models for it.
Considering the visual resemblance and the fact that this is among the vehicles
with no license plate, the true label remains uncertain, and 98% is a conservative
estimate of performance on the evaluated dataset where the alternative is
100% accuracy. Still, the first few predictions for this sample are all the same two
makes and models from different years. For instance, while the first prediction is
a 1995 Chevrolet Tahoe, the second and third most likely predictions are,
respectively, a 1998 and 1997 Chevrolet Silverado, and the fourth and fifth are a
1998 and 1999 Chevrolet Tahoe.

Finally, we note that even though the current result is favorable, it can be
negatively impacted by various factors. For instance, all evaluated vehicle
images are captured in daytime with good visibility. Further, although some of
the vehicles, and particularly older models, did show signs of discoloration and
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wear-and-tear, none of the vehicles’ appearances are heavily modified or
reflect signs of heavy damage, which presumably facilitate the classification.
The code associated with this make and model recognition effort is available at:
https://qithub.com/Soltanilara/Caltrans-VMMR

Web-Based Vehicle Make and Model Exiraction
Under Low Visibility Conditions Using License
Plate Information

In addition to our Al-based VMMR system, we explored a web-based
approach, particularly valuable under low visibility conditions, such as nighttime.
This method capitalizes on the observation that license plates typically reflect
near-infrared light effectively, a feature well-detected by both VIDAR and
Milesight cameras. At night or in other low visibility scenarios, while other vehicle
details become obscure, license plate recognition (LPR) remains reliable, which
opens up the possibility of using license plate data to access the DMV or other
databases for extracting vehicle make and model information.

Proof of Concept and Limitations:

It is important to emphasize that this web-based approach serves primarily as
a proof of concept. We experimented with existing publicly available and free
websites, such as findbyplate.com, to demonstrate the feasibility of this method.
However, we acknowledge that reliance on such public platforms is not viable
for field deployment due to the absence of guarantees for continuous access to
these servers. This approach, at its current stage, is intended to illustrate the
potential of integrating web-based data retrieval with LPR technologies.

Collaboration Needs:

Realizing this concept in a practical, field-ready format necessitates a
collaborative effort between Caltrans and the DMV. Such a partnership would
address the comprehensive compliance requirements around privacy, security,
and data handling that accessing DMV databases entails. This collaboration is
key to unlocking the full potential of web-based VMMR in enhancing work zone
traffic management systems.

Technical Implementation and Latency:

Our team developed Python scripts (available through GitHub repositories
https://github.com/Soltanilara/CalTransTWM) that automate the process of
receiving license plate information and communicating with the web-based
service for vehicle data retrieval. Preliminary tests indicate that this process
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infroduces a latency of approximately 1 s from license plate detection to
receiving vehicle-specific information. In the context of our TWM system, this
latency is deemed acceptable and does not significantly impede the overall
response tfime of the system.

This web-based VMMR approach, while currently a conceptual model, points
to a promising direction for enhancing vehicle recognition capabilities in low
visibility conditions. Its successful implementation hinges on future developments
in data access and collaboration, laying the groundwork for more sophisticated
and responsive work zone traffic management solutions.

21



Chapter 4 Camera System and
Targeted Warning Message Board
Placement

Traffic Simulations

The first section of this chapter delves into the utilization of traffic simulations
in determining the optimal placement of cameras and message boards for our
TWM system. Using VISSIM software, these simulations provided a valuable
framework for analyzing traffic flow and driver behavior in various work zone
scenarios. They enabled us to explore a range of traffic conditions, from varying
vehicle speeds to different levels of congestion, giving us insights into how best
to position our equipment for maximum effectiveness. Importantly, these
simulations also shed light on the role of driver compliance, particularly in
merging maneuvers, and its influence on overall traffic safety and flow near lane
closures. The data and observations gathered through these simulations have
been essential in making informed decisions about the placement of the
components of the system, ensuring that it aligns effectively with the real-world
constraints and existing guidelines. Furthermore, as discussed in the following,
with a forward-looking approach, the simulations consider scenarios in which
autonomous vehicles (AV) share the road with human drivers.

Simulation Methodology

In this section, we discuss the methodology, configuration of the work zone,
and calibration of the microsimulation model adopted in this study. We further
describe our findings and validation of our results.

Configuration of the studied work zone:

Figure 4.1 shows the configuration for a hypothetical work zone area on @
typical road segment with a total length of 3,500 ft. We assume a two-to-one
lane dropped work zone on a freeway with a speed limit of 60 miles per hour
(mph). Additionally, we set the work zone speed limit to 50 mph. The simulated
work zone consists of four areas: advanced warning, fransition, activity, and
termination area. We assume two advisory merge signs placed at 2,500 ft and
1,000 ft from the taper following the guidance from the manual [6] for work
zones in freeways. The first sign serves as an early warning to drivers, giving them
early notice that they will need to merge or change lane soon. It allows
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compliant drivers to begin adjusting their speed and positioning accordingly,
especially in high-speed zones. The second merge sign, placed 1,000 ft from the
taper, further reinforces the warning and informs drivers that the lane merge or
lane closure is approaching soon. It gives drivers additional time to make the
necessary lane adjustments.
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Figure 4.1: Diagram of the work zone.

Car following model:

Regarding the car following model, we use a model that allows advanced
planning for temporal and spatial variations. We use the Wiedemann 99 model
[7] as our car-following model, which incorporates psycho-physical factors.
Findings in [8], [?], [10], [11], [12] indicated that standstill distance (CCO), desired
time headway (CC1), the maximum additional following distance beyond the
calculated safety distance (CC2) are the most important parameters in a work
zone microsimulations. We calibrate the microsimulation model using the
guidance in [8]. Specifically, we utilize distinct headway distributions for
conventional passenger cars and trucks, as illustrated in Figure 4.2. The standstill
and headway distance in the Wiedemann model for AVs is set based on the
mixed autonomy traffic condition [13]. In particular, AVs keep smaller standstill
distance and headway. Further, AVs do not apply stochastic distributions for the
desired speed, speed limit, and standstill accelerations and keep these driving
parameters rather strictly.
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Empirical compliance distributions:

We studied eight empirical distributions for driver compliance to the two
warning signs as shown in Figure. 4.3. More specifically, we considered
compliance distributions as a categorical variable with 8 levels. Herein,
compliance is reflective of the distribution of the drivers that intend to take a
lane-changing maneuver from the closed lane to the open lane as soon as
adequate space and time from the trailing vehicle in the new lane is available.
We measure compliance based on distance-to-work zone (rather than time),
due to vehicle speed variation caused by lane merging maneuvers. Compliant
vehicles remain in the closed lane until they spot the first safe gap in the open
lane for merging. Therefore, those vehicles involved in LMT (see Figure 4.1) are
either those compliant vehicles that could not find adequate space and time to
merge or non-compliant vehicles that deliberately delayed merging. The non-
compliant conventional vehicles travel in the closed lane regardless of the
warning signs until they reach the queue or the taper in the closed lane. We
assume 100% compliance with the warning sign for AVs.

The distributions in Figure 4.3 show the percentage of drivers that intend to
change lane from the closed lane to the open lane upon receiving the merge
warning notification. Each distribution depicted in Figure 4.3 represents the
cumulative percentage of compliance versus distance to taper. In all the
empirical distributions, we assume full compliance when the drivers reach 600 ft
upstream of the work zone bottleneck. In distributions 1 to 4, compliance is
considered starting at 1,200 ft of the work zone, while in distributions 5 to 8, this
distance is increased to 2,500 ft ahead of the work zone. To elaborate, in
distribution 1, we assume that drivers intend to use the closed lane for as long as
possible, and all drivers comply at the same time when they are 600 ft ahead of
the work zone.
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Figure 4.3: Varieties of compliance rate distributions along the closed lane,
upsiream of the work zone tapper.

This distribution simulates a scenario in which drivers only adhere to merging
into the open lane after visually identifying the physical barrier. In Distribution 2,
we assume the rate of compliance increases linearly from 1,200 ft upstream of
the work zone in response to the second warning sign, still leaving 20% of the
drivers as non-compliant until 600 ft ahead of the work zone. This 20% of the
drivers represents the real-world fraction that would opt to use the closed lane
for as far as possible to leapfrog through the traffic using the higher average
speed relative to the open lanes and only start to comply when they are close
to the work zone construction. In distribution 3, in contrast to the linearly
increasing compliance rate seen in distribution 2, we assume a nonlinear and
steep increase in compliance. In distribution 4, we assume that 80% of the
drivers comply with the warning sign starting from 1,200 ft of the work zone
tapper, with no additional compliance (for the remaining 20%) occurring until
600 ft upstream of the work zone. Distribution 4 aims to capture the non-
merging area in the vicinity of the work zone, explored in [14], where merging is
not permitted. From distribution 5 to distribution 8, the distances for the warning
sign upstream of the work zone increase. In distribution 5, we assume all the
drivers comply close to the warning sign starting from 1,200 ft of the work zone.
In distribution 6, we assume the compliance by the drivers increases linearly
starting from the proximity of the first warning sign. Distribution 7 is similar to
distribution 6 except that 20% of the remaining vehicles comply abruptly in close
proximity to the second warning sign. Distribution 8 is similar to distribution 4 in
that a no merging area is imposed between the first and the second sign.
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Ablation parameters:

This work investigates the correlation between drivers’ compliance
distribution and various fraffic flow performance metrics in the work zone under
various placement distances of the warning signs and different levels of mixed
autonomy operation. We comprehensively evaluate our simulation framework
by considering different work zone configurations, compliance distributions, the
market penetration rate for autonomous vehicles (MPR), and Safety Reduction
Factor (SRF), a measure of aggressiveness in lane changing maneuvers in the
car following model. For this purpose, we consider variations of work zone
configuration, such as the input volume of the vehicle per hour per two lanes
(vph/2 lanes), MPR, and SRF across all compliance distributions of the
conventional vehicles shown in Figure 4.3. The studied configuration parameters
and values for the simulation framework are displayed in Table 4.1. The volumes
for the traffic demand are selected such that traffic performance can be
examined across under-saturated to saturated corridors. In summary, we
conduct a simulation on a typical work zone (Figure 4.1) on eight compliance
distributions, six levels of traffic volumes, four levels of MPR, three levels of truck
proportions, and two different settings for safety distance reduction factor in the
car following model, which is in total 1,152 microsimulation modeling scenarios.
We run each case for various random seeds to achieve the 95% confidence
level and compare the averaged results across all the scenarios.

Table 4.1: The parameters used in the VISSIM traffic simulations.

Variables Categories

Traffic Volume (vph / 2 lanes) 600
800

1000
15000
1800
2000
AV-MPR 0%
20%
50%
80%
Truck Percentage 2%
10%
20%

Safety Reduction Factor (SRF) 0.6
0.75

Compliance Distribution According to Fig. 4.3
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Traffic perfformance measurements:

As mentioned earlier, we show the number of vehicles attempting fo merge
at the proximity of taper by LMTs. The vehicle drivers may opt to take aggressive
actions to merge, or they can stop at the taper while waiting for the right time to
merge. Therefore, the LMTs can reflect the frequency of occurrence of forced
merges. In this study, we consider LMTs as vehicles within 100 ft of the vicinity of
the construction zone. Since for all distributions in Figure 4.3 we assume 100%
compliance at 600 ft ahead of the work zone, the LMTs are composed of
vehicles that had the intention to merge at least from 600 ft upstream of the
work zone, but they could not find adequate time and space for a successful
merge due to limited cooperation of the trailing vehicles or traffic congestion in
the target lane. These vehicles, categorized as LMT, either come to a complete
stop as they reach the taper and then force their way into the desired lane or
perform aggressive maneuvers to merge at the taper. Variables, such as LMTs,
speed (measured in mph) at the bottleneck and the traffic efficiency surrogate
measurements like traffic throughput (measured in vehicles per hour per lane
[vphpl]) and the mean net delay (measured in seconds per vehicle [spv]), are
the studied response variables. The traffic demand, truck proportion, MPR, and
SRF are the control variables. In the following sections, we seek to understand
how the drivers’ compliance can influence efficiency and safety performance
as represented by the response parameters. Our observations show that LMTs
can be used as a surrogate indicator for not only tfraffic mobility but also traffic
safety.

We use the time to collision (TTC) as a surrogate measurement of safety. TTC is
defined as

IL

— iV, >W,
TITTIT =€ W, — W LA
(00]

Otherwise

where L is the distance between the leading and the trailing vehicle and VV; and
W, are the speeds of the leading and following vehicles, respectively. TTIC is
chosen because it is a widely used measure due to its ability to reflect crash
potential and is the most suitable proxy for rear-end collisions [15], [16], [17]. We
use the Surrogate Safety Assessment Model (SSAM) analysis [18] to count the
number of critical time to collision less than the given threshold tt... Critical time to
collisions (TTCs) is defined as the number of vehicles with TTC less than the
threshold tt,. for both lane-change and rear-end conflicts. The TTC threshold value,
i.e., tt,, was set to 1.5 s and 2.5 s in this study [19], [20]. We study the correlation
between LMTs and TTCs for the safety of roadways and find a positive correlation
between these measures.
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Results

In this section, the microsimulation results are presented. Regarding the
simulation configuration, the vehicles still on the closed lane and within a 100 ft
vicinity of the construction area are counted as LMTs. We assume that AVs fully
comply with the warning signs. Therefore, the compliance distribution only
applies fo conventional vehicles. In the following, the default truck ratio is 2%,
and the default SRF value is 0.6 unless otherwise stated. We discuss the
performance of late merge traffic from the perspective of various performance
measures, including throughput, density, net delay, LMTs, and speed at the
bottleneck.

Exploring the Impact of Compliance Distributions

Figure 4.4 shows variations of traffic flow rate in vehicle per hour (vph) against
traffic densities in vehicle per mile (vpm) across all compliance distributions for
MPR of 0%. In the low-density regimes, the traffic flow rate for all the distributions
is similar. However, for higher traffic demand and thereby higher density, the
flow-density diagram varies significantly over different compliance distributions.
For example, in Figure. 4.4.a for distribution 1, the traffic flow changes state from
stable flow to breakdown congested flow sharply upon increasing the traffic
demand. Nevertheless, distribution 3 and 4 can maintain the traffic demand
and plateau without a sharp decrease in the traffic flow rate, which is a typical
characteristic of work zones [21], [22]. Figure 4.4.b shows that the rate of traffic
flow is improved when transitioning from distribution 5 to distribution 8, providing
the best performance in terms of maintaining the traffic demand. In Figure
4.4.b, distribution 6 and distribution 7 show similar traffic curves for densities lower
than 50 vom; however, a breakdown is observed in the traffic flow rate for
distribution 6 for densities over 50 vpm. These observations overall support the
fact that, at low traffic densities, all the distributions yield similar fraffic conditions
in terms of mobility. However, for higher traffic demands, positioning a warning
sign at a greater distance coupled with a high level of driver compliance leads
to increased fraffic efficiency.
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Figure 4.4: The traffic flow rate versus density for MPR = 0% across all compliance
distributions.

Figure 4.5 shows the LMTs versus traffic demands across all the distributions
when MPR is set to 0%. The figure shows a nonlinear relationship between LMTs
and volumes across all distributions, whereas different distributions show different
levels of sensitivity to the increase in volumes. For example, distribution 1 is more
sensitive to the increase in volume compared to distribution 4. Both figures show
nonlinear increases in LMTs for volumes greater than 1,200 vph/2 lanes when the
traffic flow is saturated. The effect of the compliance rate can be clearly seen
when traffic demand is moderate or high, which is in line with the results in [14].

The reason behind this situation is that, when the density increases, the
probability of finding a safety gap to merge decreases. As aresult, drivers in the
closed lane require more time and distance to merge into the open lane,
leading to an increase in LMTs. The results indicate that different distributions
might show different behaviors with the increase in traffic volume. The rate of
LMTs increases when the rise in traffic demand is higher for distribution 1 and 5 in
Figure 4.5. Comparing the results from distribution 6 and 7 shows a sharp
increase in compliance reduces LMTs across all volumes. Regardless of different
traffic volumes, employing distribution 8 yields the lowest LMTs across all the
distributions. These results further reinforce that the warning delivery close to the
work zone is not an effective option for roadways with heavy fraffic demand.
Further, they show that the compliance distributions for low traffic demands do
not yield notable differences in LMTs. In Figure 4.5, the LMTs plateaus for almost
all distributions as the volume increases from 1,800 to 2,000 vph/2 lanes ,
indicating a characteristic of highly saturated flow.

29



, 300F ,
600+t —e— Distr. 1 — D|Str. 5
~e- Distr. 2 ! P M Distr. 6
sg0[-1-==RisiL.J T e Distr. 7 et
—e— Distr. 4 Distr. 8 P
Lrre® 200 £
400t T o~
e £
2 1d &2 =
150 =
= 300 2 F
1/‘
200} 100 &
100} 50
(] I I I . . - (o] ! i i i i i
600 800 1000 1200 1500 1800 2000 600 800 1000 1200 1500 1800 2000

Volume (vph/2 lanes)

(b) LMTs vs. Volume

Volume (vph/2 lanes)

(a) LMTs vs. Volume
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—e— Distr. 1 1edr —e— Distr. 5
200 ~e- Distr. 2 140+ == Distr. 6
+-e-- Distr. 3 -e-- Distr. 7
—s— Distr. 4 1201 o Distr. 8
< 150 = 100}
& &
= = 80
o 100¢ o
a 8 60}
50} 40+
2071
or e ® g ' (= = * . 1
1800 2000

600 800 1000 1200 1500
Volume (vph/2 lanes)

(b) Delay vs. Volume

600 800 1000 1200 1500 1800 2000

Volume (vph/2 lanes)

(a) Delay vs. Volume

Figure 4.6: Delay versus volume for different distributions under MPR = 0%.

Figure 4.6 serves as the counterpart of Figure 4.5, illustrating the delay versus
the input traffic for the spectrum of the studied compliance distributions under
MPR of 0%. This figure shows that delay and LMTs are in direct correlation for all
volumes with lower LMTs implying lower delay in traffic. Therefore, a lower
number of LMTs results in smoother and speedier flow. The impact of different
compliance rates on delay is minimal when traffic demand is low as shown in
Figure 4.6, which is in line with the results in Figure 4.5. However, the placement
of warning signs farther upstream of the work zone, coupled with higher

30



compliance rates, decreases delay mainly when traffic demand is moderate or
high. The results show a 28% and 34% improvement in delay, respectively, when
transitioning from distribution 1 to distribution 4 and from distribution 5 to
distribution 8 under saturated traffic with a volume of 2,000 vph/2 lanes.
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Figure 4.7: LMTs (left) and delay (right) for different distributions and traffic
volumes under MPR = 0%.

For a better illustration of early observations regarding the interconnection of
compliance distributions and traffic congestion, Figure 4.7 shows the LMTs and
delay versus the compliance distributions for a number of different volumes and
MPR of 0%. Figure 4.7a shows that when the traffic is saturated and the density
of traffic is high, LMTs increase in a nonlinear tfrend. Comparing LMTs across all
distributions, we see a marginal increase when moving from a volume of 1,000
vph/2 lanes to 1,200 vph/2 lanes. This increase, however, is abrupt and
pronounced when moving across to a volume of 1,500 vph/2 lanes and above.
The results for distribution 1 show that leaving the warning sign too close to the
work zone can result in high LMTs and congested traffic even for full driver
compliance. The result for distribution 3 shows improvement over distribution 2,
while both distributions have 20% compliance at 600 ft upstream of the work
zone, which indicates that a sharp increase in compliance farther from the work
zone can reduce the number of LMTs in congested traffic. Distribution 4 and
distribution 8 both show a 60% reduction in LMTs compared to distribution 1 and
distribution 5, respectively, when the volume is 1,800 vph/2 lanes. In these cases,
the warning sign gives the drivers enough time and distance to merge to the
destination lane. If the vehicles cannot find proper merging conditions, they will
end up in the proximity of the work zone construction to complete merging to
the open lane. Vehicles near the lane closure or the taper must either come to
a full stop or take an aggressive maneuver to complete the merging process.
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Distribution 8 can significantly reduce LMTs among all the fraffic volumes, which
reinforces that farther placement of the warning delivery when combined with
a high compliance rate can improve the fraffic condition. In these scenarios,
the venhicles in the closed lane have enough fime and distance to find a safe
gap in the new lane that allows for executing the merge while maintaining a
safe distance to the trailing vehicle before reaching the buffer space of activity
area in the work zone.

Figure 4.7b displays a direct correlation between the delay and LMTs. A
notable observation from this figure is nearly an order of magnitude increase in
delay when the traffic volume rises from 1,500 vph/2 lanes to 1,800 vph/2 lanes,
despite LMTs experiencing a relatively smaller increase. In addition, the trend of
LMTs curves for the volumes 1,500 and 1,800 vph/2 lanes are almost the same,
while it does not hold true for delay. The rate of change of delay across
distribution for the volume of 1,500 vph/2 lanes is nearly flat compared to that of
the volume at 1,800 vph/2 lanes. It shows that LMTs provides more detailed
information in lower density regimes about the traffic situation compared to traffic
indicator net deloy.
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Figure 4.8: Traffic speed and acceleration at the bottleneck versus compliance
distributions under traffic volume of 1,800 vph/2 lanes and MPR = 0%.

Figure 4.8 shows the variation of instantaneous acceleration and speed of
vehicles at the bottleneck of the work zone area for the entire period of
simulations. It shows how driver compliance contributes to driving regimes as
indicated by the speed and acceleration. Higher speed and lower
acceleration are an indication of a stable traffic flow and a smoother traffic
transition from the advanced warning region near the taper to the activity area.
Figure 4.8a shows that the median of the instantaneous speed of the drivers
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increases by 117% when compliance distribution transitions from distribution 1 to
distribution 8. Likewise, it is seen from Figure 4.8b that the median of
instantaneous acceleration is reduced by 28% when shifting from distribution 1
and distribution 8. The speed for distribution 1 shows a reduced range with a
high number of outliers, which is an indication of congested traffic. The variation
range for acceleration decreases, particularly with an increase in the number of
outliers, when the compliance distribution shifts from distribution 1 to distribution
8, which indicates a shift towards more free-driving behaviors. In summary,
when the drivers’ compliance progresses from distribution 1 to distribution 8, the
traffic flow fransitions from congested and unstable to a flow regime that
resembles a stable and free flow.
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Figure 4.9: Traffic speed at the bottleneck versus volume for different
compliance distributions under MPR = 0%.

The result in Figure 4.9 displays the speed at the bottleneck of the work zone
for MPR of 0%. This figure complements the observations from Figures 4.5 and
4.6. It shows that the speed at the bottleneck is highly affected by the
compliance regime indicated by different distributions. For example, the speed
increases by nearly 50% for the volume of 1,800 vph/2 lanes moving from
distribution 5 to distribution 8. Placement of the warning signs near the work
zone would decrease the probability of finding a safety gap to merge; hence, a
queue is formed in the closed lane at the taper. Vehicles in the queue will have
to perform forced merges, which significantly decreases the traffic speed at the
work zone bottleneck. This phenomenon can be avoided by improving traffic
speed, placing warning signs farther away from the lane closure, and adopting
strategies to improve compliance rates. This observation is in line with [21],
which sowed that placement of traffic lights sufficiently upstream of the merge
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area in work zones allows vehicles to pass through the merge area more

efficiently.

Figure 4.10 shows speed-LMT relationship corresponding to Figure 4.5. This
figure shows that the speed in the open lane is inversely and linearly correlated
with LMTs due to the fact that a higher LMTs shows a higher number of vehicles
near the lane closure that want to merge to the open lane. Therefore, it
significantly reduces the speed at the bottleneck of the open lane due to either
forced or cooperative merging. Similarly, Figure 4.11 shows the traffic
throughput versus LMTs for all distributions, revealing the correlation between
throughput and LMTs. While Figure 4.10 reveals a linear dependency between
LMTs and speed, Figure 4.11 demonstrates a nonlinear correlation between LMTs
and throughput. These observations show that LMTs can be used as an
indicator for traffic mobility in work zone areas.
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Figure 4.10: Speed at the bottleneck versus LMTs for different distributions under

MPR = 0%.
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Figure 4.11: Throughput versus LMTs for different compliance distributions under
MPR = 0%.

Here, for brevity, we limited our discussion to 0% MPR and a 2% truck ratio.
We have done additional analysis to include the effect of other MPR values to
consider future scenarios when AVs materialize. We have further considered
other truck ratios (10%, 20%) for the sake of completeness of our analysis. These
analysis results are not included in this report but are available upon request.

Correlation between TTCs and LMTs

In this section we explore the safety of the work zone across different
compliance distributions using surrogate safety index TTCs. In this context, TTCs
shows the number of vehicles with time to collision less than the thresholds tt,,
across all the work zone from the advanced warning area to the termination
area. Figure 4.12 shows TTCs versus compliance distributions of the drivers for
selected traffic volumes for tt,. = 1.5s and tt,. = 2.5s under an MPR level of 0%.
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Figure 4.12. TTCs for tc = 1.5s (left) and tc = 2.5s (right) versus different
distributions for selected traffic volumes under MPR = 0%.

The results show that the distribution transition from distribution 1 to distribution
8 for traffic volume of 1800 vph/2 lanes improves the TTCs by 75% and 73% for tt,,
= 1.5s and tt.. = 2.5s, respectively. In Figure 4.12 a notable observation is the
sudden increase of TTCs between traffic volumes of 1,500 vph/2 lanes and 1,800
vph/2 lanes, whereas in Figure 4.7 LMTs shows a gradual rise over these volume
ranges. In particular, the LMTs from these two input traffic volumes is closer
compared to TTCs in Figure 4.12.

Figure 4.13 shows the scatter plots of LMTs versus TTCs for all compliance
distributions, traffic volumes and truck proportions in Table 4.1 under MPR of 0%.
The blue circles in Figure 4.13 show the TTCs versus LMTs for each scenario and
the red line represents the linear regression curve to forecast TTCs from LMTs. We
use the thresholds of tt,. = 1.5s and tt.. = 2.5s for Figures 4.13a and 4.13b,
respectively. The results show that LMTs is closely related to the surrogate safety
measure TTCs. An increase in LMTs leads to an increase in TTCs and a reduction
of LMTs results in fewer estimated TTCs in the fraffic. This finding provides
evidence that higher LMTs in driving regimes increases crash likelihood. These
observations show LMTs can be used as a surrogate indicator for roadway safety
in the work zone areas.
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Figure 4.13: Scatter plot of TTICs versus LMTs. The red line shows the regression
line.

Conclusions of the Traffic Simulation Study

We studied the intercorrelation of drivers’ compliance with warning signs for
merging and late merges at the taper in the work zone. The presence of LMTs
not only increases safety risks within the work zone and impacts upstream traffic
but also poses a direct threat to the safety of workers in the work zone. We
developed a microsimulation framework to investigate the relationship between
drivers’ compliance and traffic safety and performance measurements. We
comprehensively evaluated our simulation framework by considering different
work zone configurations, MPR levels, and SRF levels. The study examined the
correlation between LMTs and TTCs as a surrogate indicator of roadway safety,
revealing a positive correlation between these measures.

The primary observations and findings of our empirical investigation are
summarized as follows:

e For low to moderate ftraffic conditions, traffic is less sensitive to the
location of warning signs and the compliance distribution of drivers.

e In high-volume ftraffic conditions, increased compliance with
maintaining a greater distance from the downstream work zone leads
to improvements in both LMTs and traffic net delay.

e The high compliance ratio far from the work zone results in an improved
density-flow relationship for the traffic flow, which results in higher traffic
capacity at the work zone.
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The results show 50%, 75%, 97%, and 80%, reduction in delay with the MPR
levels of 0%, 20%, 50%, and 80%, respectively, when the drivers’
compliance transitions from distribution 1 to distribution 8 under traffic
demand of 1,800 vph/2 lanes and truck ratio of 2%.

The experiments demonstrate a 6%, 12%, 6%, and 0.6% improvement in
throughput and a 500%, 700%, 300%, and 21% increase in speed at the
bottleneck of the work zone correspondingly for MPR levels of 0%, 20%,
50%, and 80% when the distribution of drivers’ compliance shifts from
distribution 1 to distribution 8 under traffic demand of 1,800 vph/2 lanes
and truck ratio of 2%.

The warning distance has a more significant impact on high-autonomy
traffic compared to achieving full compliance with a short-distance
warning sign upstream of the work zone.

LMTs are positively correlated with traffic delay and density and are
inversely correlated with the speed at the bottleneck.

The rate of increase for LMTs with respect to traffic demand is higher for
saturated traffic compared to unsaturated traffic conditions.

Anincrease in LMTs might lead to maintaining the traffic throughput due
to cooperative merging; however, it decreases the speed of traffic at
the bottleneck of the open lane due to vehicles merging into the open
lane.

An MPR of 50% and above will cause a significant reduction in LMTs and
areduced delay and improved throughput.

The role of compliance distribution is more pronounced in low truck ratio
regimes, serving to offset the impact of the MPR level, especially when
compared to high truck ratio scenarios.

A distanced warning, coupled with high compliance, is more effective
in reducing LMTs in traffic with a high truck ratio compared to achieving
full compliance with warnings in closer proximity to the taper.

The TTC reduction is 75% when the compliance distribution of vehicles
tfransitions from distribution 1 to distribution 8 under the MPR level of 0%.

A positive correlation exists between TTCs and LMTs, and LMTs can be
used as a proxy indicator for work zone safety.

The feature importance analysis of the highly-performing predictive
models, developed using simulation results, shows that traffic
characteristics like traffic volume and drivers’ compliance distribution
are the most significant variables that impact the prediction of LMTs.
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Recommendations for Camera and Message
Board Placement

The optimization of the camera and message board placement is an
important aspect of our system design, aiming at maximizing safety by
accounting for the latency inherent in vehicle detection and message
transmission as well as ease of implementation. Through our simulations, we have
found that an early presentation of the message to the driver correlates with
enhanced safety for road users. This insight has led us to propose two placement
schemes illustrated in Figures 4.14 and 4.15.

We begin by explaining the existing signage placement guidelines in work
zones involving a lane closure. The current guideline forms the basis for our
proposed schemes. Referencing Figures 4.14 and 4.15, the taper length
stretches 900 feet from the beginning of work zone to Point 1T which
accommodates a merge arrow sign which constitutes the fourth sign presented
to the drivers. Following this, the third sign, a lane closure warning, is located
1,050 feet away from Point 1. This sign is followed (upstream) by two more signs:
the second sign to the drivers is a warning about right lane closure, positioned
1,500 feet before the merge lane sign (third sign), and the first sign to the drivers,
alerting about the upcoming road work, is situated 2,640 feet further upstream
from the second sign (lane closure warning).

The first proposed arrangement of targeted message board and camera
system aims to integrate seamlessly with existing guidelines, leveraging current
locations of passive signages without necessitating new placements. This
positioning may be more desirable given the minimal modifications it infroduces
to the existing practices. In this approach, only the number of items placed at
two locations will be different from conventional practice.

The second scheme adopts a more proactive approach by placing the
message board farther upstream, requiring an additional placement for the
camera. This approach is grounded purely in our simulation results indicating that
increased lead time for targeted message display improves road safety.

The following sections detail the proposed placement methodologies.

Message board and Camera Placement
Considerations

The proposed placement schemes take info account factors related to
vehicle speed, driver reaction time, and the system’s processing and transmission
delays. With the assumption of highway conditions and that the target vehicle is
traveling at 60 mph (88 ft/sec), we have:
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Trigger Distance: A span of 100 feet is set for the camera and radar activation
upon which the system captures vehicle image and speed. The raw data are
later used for detection and message composition, which corresponds to roughly
1.1s.

Processing and Transmission Time: The system then processes the captured
image to extract the license plate information and vehicle make and model. The
extracted data form the basis for message composition, which is then relayed to
the message board. Even though our tests indicate that virtual message boards
present messages within the trigger distance on highway, the addition of a
detection and transmission buffer is prudent to ensure the reliability of message
transmission to physical boards. We allocate 1.1 more seconds (approximately
100 feet) for processing and transmission. Given our preliminary test results, this is
a very conservative assumption.

Driver PIEV Time: Upon message display, drivers require adequate time for
perception, identification, emotion, and volition (PIEV). For example, when a
dynamic stop sign message appears, drivers must first perceive the sign visually,
identify it as a stop command, emotionally process the urgency or need to stop,
and finally decide to initiate the braking action. Referring to the warning sign
placement guidelines published by Federal Highway Administration [23], the
positioning should ensure a PIEV duration of 14.0 to 14.5 seconds for vehicles
traveling at 60 mph, minus the legibility distance of 175 feet. Hence, the
placement of the message board must be a minimum of 1,050 feet from the
construction zone (beginning of taper) given 60 mph fravelling speeds and 14.0
seconds PIEV. This minimum distance requirement mandates the positioning of
the message board at or before the third warning sign. Consequently, we
evaluate two schemes for message board placement: at the third and
alternatively, at the location of the seconds warning sign.

Legibility & Visibility: Legibility is defined as the maximum distance at which
drivers can accurately read message boards. California Manual on Uniform
Traffic Control Devices (MUTCD) guidelines and Caltrans specifications mandate
a minimum legibility distance of 750 feet and a visibility distance of 1,500 feet [24].
When the message can potentially be displayed earlier than its visibility range, we
apply a legibility timing adjustment delay (LTAD) to ensure that messages are
presented after vehicles enter the legibility distance.

Placement Scheme |

Scheme 1, depicted in Figure 4.14, positions the message board at Point 2,
adjacent to the third sign (merge warning sign), and situates the camera at
Point 4, near the second sign (right lane closure warning). Vehicles
approaching Point 4 trigger the camera from 100 feet. The first 100 feet beyond
the camerq, leading up to Point 2, are dedicated to message transmission,
resulting in 1,400 feet from Point 2 to Point 3 for message display. Since 1,400
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feet exceeds the legibility distance of 750 feet, the LTAD distance is set at 650
feet to adjust the message timing, ensuring it appears when vehicles enter the
legible range. This arrangement meets the minimum PIEV time requirements
without necessitating additional placements. It should be noted, however, that
in practice the system may detect vehicles consecutively with a few second
gaps in between. Therefore, it may not be practical to display a single message
targeting a specific driver continuously for a long period of time. The optimal
duration of targeted message display will be investigated as part of the
implementation phase of this research (not within the scope of this work).

Placement Scheme 2

Scheme 2, shown in Figure 4.15, adopts a more proactive positioning for the
camera at an earlier point, corresponding with the “Right Lane Closed” warning
sign at Point 2. This targeted message sign placement allows for more reaction
time and better complies with our simulation-based findings and
recommendations.

We infroduce an extra placement location for the camera, marked as Point
4. The 750 feet between Points 2 and 3 is in accordance with the legibility
requirement. In other words, the message is displayed on the message board
when the vehicle enters the legibility distance of 750 feet. The message display
can be displayed to the driver for up to a maximum of 8.5 s (assuming 60 mph
vehicle speed). Whether to use the maximum available display time to maintain
the same targeted message or switch to the next message aftert <8.5sis a
topic of investigation and will be addressed in the next phase of this research
(outside the scope of this project). The distance between Points 3 and 4 serves
as a fransmission buffer, mirroring the first scheme, with the stretch from Point 4 to
5 acting as the trigger distance.

Scheme 2 focuses on earlier detection and message display, maximizing the
reaction period for drivers to respond to impending road conditions, thus
improving road safety. Additionally, the 750-feet message display segment
equal to the 750-feet legibility distance supports more immediate message
updates than Scheme 1 and avoids the need for artificially delaying the
message display. It is noted that in the previous scheme we are inherently
assuming that the detected vehicle continues to remain on the closed lane for
an additional 7.3 seconds (following detection) within LTAD before being
presented with the targeted warning message.
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Figure 4.15: Placement Scheme 2

Taper length L
=900 ft

==

= 750 fee{}

I

é&% 100 feet

;,“’ 100 feet

~ 1050 feet

— 1500 feet

2640 feet

Camera +
radar

7




Chapter 5 Field Tests and Results

We carried out nearly 30 comprehensive field tests in total for Milesight and
VIDAR cameras across diverse roadway conditions and during both day and
night. The main goals were to assess and enhance (via proper calibration) the
LPR and VMMR capabilities and to evaluate the message generation system.
This section details the deployment approach for both camera systems, the test
methodologies and procedures we employed, the software developments to
facilitate field tests, message generation, and data analysis, as well as the results
obtained from these field tests.

Milesight Field Tests

We performed 16 comprehensive field tests for the Milesight camera with the
primary aim of assessing and maximizing its performance across various
environmental conditions and camera configurations. Throughout the
experiments, we aimed to identify optimal settings that maximize performance,
e.g., accuracy, in detection outcomes. The findings of this evaluation are
documented in Table 5.1, which details deployment methodologies and
provides an analysis on performance-influencing factors.

Deployment

The tests were conducted in freeway and highway environments, focusing
on both single-direction and dual-direction two-lane roads. Priority was given to
the lane nearest to the deployment site for detection purposes. The Milesight
camera was mounted on a 3.6-m pole affixed to a pickup truck (Figure 5.1)
positioned approximately 2 m from the target lane on the road shoulder. The
camera was mounted on a remote-controlled pan/tilt stage that allowed for
conftrolling the camera perspective from within the vehicle.
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Software Development
Real-Time Access to Detection Results

There is a need for immediate access to camera detection results, including
LPR, VMMR, vehicle colors, and types. These data points are essential for
generating accurate and timely warning messages for vehicles. A significant
challenge arose from the lack of direct access to the product's internal API,
which is necessary for fetching these detection results efficiently.

To overcome this limitation, our development team devised a two-stage
strategy focusing on the creation of a bespoke software system. This system is
designed to interface with the Milesight camera, facilitating the real-time
retrieval of detection data. The software architecture encompasses a front-end
Ul and a back-end data collector, ensuring seamless operation and user
experience. The code for real-time camera data access is available at
https://aithub.com/Soltanilara/Targeted-Warning-Message

Approach 1: Using Selenium WebDriver

The initial phase of backend development leveraged the Selenium
WebDriver to simulate user interactions with the Milesight Ul. These interactions
included adjusting camera settings, navigating through the Ul, and extracting
data directly from the displayed information. Figure 5.2-left schematically
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demonstrates this approach. While it enabled us to access the needed
detection results, it suffered from some drawbacks. The reliance on Ul simulation
infroduced delays and presented reliability issues as the process was inherently
slower and less stable than direct data access methods.

Approach 2: Direct Data Access without Internal APIs

Acknowledging the limitations of the first approach, our team adopted a
more efficient method to circumvent the absence of internal APl access. By
analyzing and capturing the web requests sent by the Milesight Ul to alter
camera settings, we identified a viable pathway for data access. This method
involved the packaging of these requests, encrypted with Digest authentication,
to authenticate our backend system. This method, as illustrated in Figure 5.2-
right, effectively mimics the original Ul requests, thereby enabling direct and
real-time access to the camera's detection results without the need for Selenium
WebDriver.

TWM Ul for Milesight

1. Alter camera settings
2. Fetch camera data

Approach 1 Approach 2

Selenium Web Request

WebDriver Sender

Browser [simulation

- ¥ Milesight Web Client

Figure 5.2: Real-time access to camera detection results: Approach 1 (left)
based on Selenium WebDriver and approach 2 (right) directly accessing
camera data.

46



Observations & Analysis

Field of View and Region of Interest

Initial observations highlighted a significant decrease in detection rates
and an increase in detection lag when the camera'’s field of view encompassed
vehicles in both lanes. An adjustment to the camera's zoom to 12x effectively
narrowed the field of view to exclude the adjacent lane traffic, which
significantly improved detection rates and reduced processing delay.

Bounding Box

Further testing revealed that a smaller bounding box size correlates with
improved detection accuracy. Maintaining a confidence level of 1 and
ensuring the bounding box does not touch the frame edges of the camera view
minimized double detections. Adjusting the bounding box dimensions to cover
the lane area of interest eliminated double detections as illustrated in Figure 5.3,
which demonstrates an example bounding box (blue box on top left).

Milesight Network Camera

Recogniion Resut Piate Type: Visitor  Piato Color White  Venwco Type: Car

7NDY531 Verwcio Coior White Speed 66mph Dwecton Away
Snapshot 0

]
=

L " Q a Gavto v 3

Figure 5.3: An example of using bounding boxes in Milesight.

Camera Focus

The clarity of camera focus was identified as a critical factor for successful
detection. Tests indicated that a well-focused camera significantly enhances
detection rates, underscoring the importance of proper camera calibration as it
relates to clear focus.
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License Plate Detection

Tests also indicated that a higher detection rate is obtained for front
license plates compared to rear plates. This observation suggested that
orienting the Milesight camera towards incoming vehicles may lead to better
results.

Nighttime Detection

“Image Mode" is one adjustable parameter related to the lighting
condition (daytime vs nighttime). Tests indicated that detection rates during
nighttime improved with higher image mode levels, with a 0% detection rate at
the lowest setting. This finding highlights the necessity for properly adjusting the
image mode to accommodate the lighting condition for optimal detection
performance.

Results & Conclusion

The Milesight system detects all the vehicles that pass by. Tests show
acceptable LPR accuracy, performing well both during day and night times,
with a notable increase in accuracy when vehicle speeds are also detected.
During daytime, the LPR accuracy is 92.59%. It is noted that for some recognized
license plates the camera fails to measure speed. We observed for those
detected vehicles where a speed is properly measured by the camera, the LPR
accuracy rises to 96.15%. At night, the system starts with an LPR accuracy of
72.46%, but when accompanied with successful speed detection, the LPR
accuracy increases to 86.21%. The camera also reported the color of the
detected vehicles, but it was often inaccurate, making it unusable for targeted
message generation.

Table 5.1: Overall performance of Milesight

LPR With/Without  With Detected Setftings

Accuracies Detected Speeds
Speeds

Day 92.59% 96.15% 1011*840 bounding box + LPR
mode level off

Night 72.46% 86.21% 1015*840 bounding box + LPR
mode level 5
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VIDAR Field Tests
Deployment

For the purposes of the VIDAR evaluation, the deployment strategy mirrored
that of the Milesight setup. The camera system was mounted atop a 3.6-meter
pole, which was securely attached to a pickup truck. During field tests, the truck
was positioned approximately 2 meters from the designated target lane,
situated on the road shoulder to optimize detection capabilities (see Figures 5.4
and 5.5). Furthermore, the camera was placed on a remote-controlled pan/filt
stage to allow for fine adjustments of the camera. As shown in Figure 5.6, the
pan-tilt stage is linked to a remote control, enabling adjustments to the camera's
position and orientation from inside the truck. A Type-C data cable is provided
with the camera, which was connected to a laptop. For data retrieval, it's
necessary to configure the laptop's IP address to match the camera's local area
network (LAN). Access to the camerad's web interface is then available through
a standard web browser.

e
ida g

Figure 5.4: Deployment illustration during daytime and nighttime.
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3,

Figure 5.5: The camera orientation and vehicle placement on the shoulder.
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| i L
Figure 5.6: The camera is mounted on a pan-tilt, and connected to a laptop.

As illustrated in Figure 5.5, the camera is oriented to face incoming traffic. In
this form, the camera can be placed closer to the message board, which may
simplify the tasks of the work zone crew in setting up the system in the field. The
camera trigger distance was set to approximately 100 feet, which ensured the
camerad's detection model activates prior to the vehicle passing by the camera,
allowing sufficient time for message generation and transmission to the message
board and a more compact placement of the camera and the message
board.

Although nighttime performance fell outside the scope of this research, in
several field trials we evaluated the nighttime performance of the camera. The
results were not promising, especially when it comes to vehicle make, model,
and color recognition. In very dark settings, often only the vehicle license plate
is visible, making it impossible to extract any other vehicle-specific information.
As shown in Figure 5.7, we further attempted to improve visibility using infrared
projectors. However, this modification did not improve visibility of vehicle
features. As discussed earlier, upon the availability of the license plate
information, it is still possible to extract vehicle specific information via database
servers, such as those managed by the DMV. As noted before, this approach
can be explored when nighttime adoption is a requirement and upon
collaboration between Caltrans and DMV for server access while in the field.
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Figure 5.7: IR projector placement illustration.

Targeted Message System Development

System Design

The system is engineered to leverage VIDAR's capabilities for generating
LPR/MMR events and speed data upon activation. A cenftralized server is
tasked with receiving these events and formulating warning messages tailored
to the specifics of each event. Although a physical message board has not yet
been acquired, the system is designed to accommodate a virtual message
board, which can later (during implementation phase) be extended to a
physical board.

The system architecture is depicted in Figure 5.8, highlighting the workflow
from event generation to message dissemination.
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Figure 5.8: A centralized server is developed and deployed to fetch real-time
detection results from VIDAR and subsequently generate targeted messages.

To ensure prompt communication, the system contfinuously monitors for new
events, employing a mechanism to regularly check for events by incrementing
the last known event ID. This process, occurring within milliseconds (ranging from
0.01 s t0 0.05 s), allows for rapid processing of incoming data. An event queue is
utilized to calculate average vehicle speeds over a set interval in case a
targeted message aims to use speed information in message generation either
directly (speed display) or indirectly (Black Honda reduce speed!). The message
composer then formats this information for delivery to the message board via its
API (see Figure 5.9).

Virtual Message Board Design Specifications

In the development of our virtual fraffic message board, we aimed to
emulate the specifications of a real-world traffic message board closely. This
process involved not only the replication of visual aesthetics and functionalities
but also ensuring that our virtual model could simulate operational
characteristics pertinent to field applications, including panel display ratio,
character number per line, and font size. Our implementation enables users to
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customize the virtual board's settings to match various product specifications
seamlessly.

For instance, the virtual board utilized in our field tests is modeled after
VerMac PCMS-1500, a full-matrix portable message board. Its display ratio is
approximately 1.74, accommodating 8 to 11 characters per line depending on
the font size selected. We've meticulously replicated these attributes within our
virtual board design, offering the flexibility to adapt to and simulate other
product designs with ease.

WHITE ACURA

Querying Data
GET_LAST_EVENT R D x
GET_DATA

Messaging

e Merae Now

Dequeue of Event Sequences

Figure 5.9: APl design (left) and a virtual message example (right).

Deployment Considerations

The system's adaptability to varying traffic conditions was a key feature
during our field tests. For high-speed environments, such as highways with
average speeds of 70 mph, message boards are positioned father away from
the detection camera to provide drivers with sufficient response time.
Conversely, in lower-speed areas, like freeways with traffic moving at an
average of 20 mph, message boards can be placed closer to the camera,
ensuring timely visibility of the messages.

Message Composition

Recognizing the challenges drivers face in remembering and identifying their
own license plates while driving, the system prioritizes vehicle color, make, and
model in its messages. These elements are more easily recognized and
processed by drivers at high speeds. License plate information is only included if
critical identifiers are missing. This approach enhances message relevance and
driver response time.
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Additionally, the system's ability to incorporate speed data info messages
enables the provision of "Slow Down" warnings, further enhancing road safety.
The camera's lane differentiation capability ensures messages are directed to
the appropriate lane, improving the precision and effectiveness of
communication. In summary, the messaging system is designed with an
emphasis on real-time data processing, flexible deployment, and the creation of
intuitive, actionable messages for drivers.

We uploaded the implementation of the TWM message system to GitHub
https://github.com/Soltanilara/MessageWarning

Observations & Analysis

Throughout the field experiments with VIDAR camera system, we engaged in
numerous remote consultations with the supplier to optimize the performance of
the system. The vendor engineers were available for discussions and
improvements. This support, as noted earlier, is an important advantage of the
VIDAR camera system. This section details the structured approach taken
during the field trials, segmented into distinct stages, each with specific
objectives, activities undertaken, and the outcomes achieved. Our
methodology aimed to ensure that every aspect of the system's functionality
was thoroughly vetted.

Stage 1: Preparation & System Setup
Objectives:

The primary aim was to acquaint ourselves with the device's configuration
options, focusing on optimizing the settings for field of view, camera orientation,
radar, and optics to enhance the system's effectiveness. This process included
evaluating the system setup, particularly the camera's efficiency and accuracy
in LPR and VMMR, under different lighting and road conditions.

Activities:

We conducted three remote sessions with the vendor, which facilitated a
deeper understanding of the device's setup and was instrumental in refining the
camera placement and adjusting the settings of the camera system.

We executed four preliminary tests, including two daytime tests and two
nighttime tests, across freeways and highways. The tests aimed to assess the
camera's capability in accurately executing LPR and VMMR on both single-
direction and dual-direction roads.

Ovutcomes:

Daytime testing achieved a promising 100% accuracy rate in LPR and vehicle
make identification among 19 vehicle samples, albeit with 12% discrepancies in
model recognition. It is noted that even when the model is ambiguous, the
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vehicle make and color can be used in targeted message generation, which in
many cases can still be as effective. The VIDAR camera was reliable and
effective in extracting the vehicle information required for targeted warning
message generation.

Nighttime testing, however, highlighted challenges with optical settings under
low-light conditions. Captured images were overexposed or underexposed,
leading to a reevaluation of the system's nighttime configuration.

Stage 2: Performance Improvement for nighttime
Objectives:

Given the suboptimal nighttime performance observed in Stage 1, our efforts
pivoted towards enhancing the system's accuracy and reliability in low-light
conditions. It is noted that the scope and focus of this study is limited to daytime
conditions; although, our nighttime investigation can provide insight into future
extension of a TWM system to nighttime settings.

Activities:

This stage included a strategic session with the vendor to explore potential
improvements, adjustments in parameter settings, and the integration of an IR
projector. Regular updates and feedback exchanges through the VIDAR
Support Portal were important in this iterative improvement process. We
conducted three additional nighttime tests on freeways and highways for data
collection and diagnosis.

Ovutcomes:

Substantial improvements were noted with nighttime LPR accuracy
exceeding 97%. However, the effectiveness of the IR projector in improving
VMMR was limited, leading to its subsequent removal. As noted before, high LPR
accuracy leaves the possibility of extracting vehicle-specific information by
tapping into the license plate database managed by the DMV, meaning that, if
needed in the future, the system can still be adopted for TWM generation in
nighttime.

To highlight the pivotal factors contributing to the enhancement of nighttime
performance, the adjustment of the iris parameter emerged as a critical
element. After consulting with the vendor, we set this parameter to 380,
resulting in significantly clearer nighttime imagery. Equally important was the
adjustment of camera focus. Given the challenges of fine-tuning focus under
low-light conditions, we adopted a pragmatic approach: conducting daytime
tests prior to each nighttime session to adjust the camera focus accurately.
These settings remained constant throughout the night, ensuring optimal
performance.
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Stage 3: Message Warning System
Objectives:

With the system demonstrating high accuracy in VMMR, the next phase
focused on the development and testing of a message warning system,
evaluating its clarity, informativeness, and response time.

Activities:

We focused on implementing and refining a warning message system
capable of composing and tfransmitting targeted warnings to drivers via a virtual
message board that we developed. This system was also designed to monitor
vehicle speeds within the targeted lane, leveraging the rich metadata captured
by the VIDAR camera system.

Tests were conducted on a dual-lane freeway to assess the system's ability to
generate and display messages in real-time, based on LPR, VMMR, and color
detection.
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Figure 5.10: Camera streaming (top left); terminal outputs of LPR, VMMR, speeds
of detected vehicles (bottom left); a virtual message board showing targeted
message generated (right)

Outcomes:

In short, the system effectively displayed messages with an acceptable
delay, demonstrating applicability for real-world application. However,
challenges in color detection under varying lighting conditions were identified,
highlighting areas for future improvement.
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The effectiveness of this system was demonstrated through a series of tests,
which showcased the system's capability to display messages approximately 5
to 7 m on the freeway before vehicles reached the camera, affirming that the
message generation delay was within acceptable limits. We consistently
monitored and recorded the individual vehicle speeds and average speeds for
each lane to enrich our data, which can, in future studies, provide insights into
the influence of messages to traffic flow given different deployment settings.

A crifical test conducted on Highway 100A, a dual-lane road, showcased the
system's proficiency in handling high-speed venhicles. Vehicles traveling at
speeds around 70 mph were accurately detected, and pertinent vehicle
information was tfransmitted and fetched by the system. The messages were
successfully displayed as vehicles approached the camera's location,
demonstrating the system's potential to alert drivers effectively in real-time. It is
noted that in these evaluations, the virtual message board is, in essence, co-
located with the camera. As discussed in Chapter 4, for field implementation,
the message board is positioned away from the camera. As such, we
anticipate that working with physical message boards is going to be less
challenging in terms of meeting our timing requirements.

Data Processing

Data Processing and Model Development

To understand the LPR and VMMR capabilities of the VIDAR camera, we
executed a comprehensive data collection endeavor, leading to 40GB of high-
quality traffic footage obtained during the day and at night. Our field tests
yielded over 10,000 camera trigger events collected from a highway and
freeway, encompassing a wealth of data, including images, LPR, VMMR outputs,
and additional metadata like lane positions, coordinates, color, and speed. This
dataset was then curated to retain only high-quality events, resulting in a robust
dataset of 4,000 events for detailed analysis and future research initiatives.

Annotation and Analysis Tools

To facilitate the detailed examination of these camera events, we
developed a specialized software tool for annotating the license plate (LP) and
make and model (MM) data. In this approach, the LP information is used to
extract the true MM and compare those results with the MM detected by the
camera. This process included the creation of a web-based Plate Search Tool,
leveraging Selenium and Flask for automated real-time MM queries from
available web services that provide access to vehicle information for a given
license plate number. This tool allows for automated queries to a web service
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capable of retrieving vehicle specifications using LP information. A Python-
based GUI further streamlines the annotation process.

As shown in Figure 5.11, our annotation software displays dual camera
images alongside a focused view of the LP, with VIDAR's detection results listed
for comparison on top right. Users compare the detected LP with the focused
LP view to annotate “LPR Result” on the bottom right. Then users obtain ground-
truth vehicle makes and models with a simple click on “Get Make & Model”
button given the integration with Plate Search Tool. The tool automatically
requests ground-truth vehicle information given the detected LP or manually
calibrated LP. Fortunately, LP detection accuracy is over 93% to 97%; therefore,
calibration is usually not needed. After the ground-truth MM is displayed, users
compare the detection result with retrieved MM, and annotate “MMR Result”.

Figure 5.11 is an example showcasing the tool's Ul, including camera data,
ground-truth make, and model along with VIDAR's recognition results for
comparison and annotation.

During our annotation process, we first filtered out low-quality data under
suboptimal settings that led to invisible images or wrongly triggered events out of
4,000 events collected throughout all of VIDAR field tests. Then we manually
annotated 522 samples uniformly sampled from the filtered dataset. These
samples are generated with several combinations of camera settings that have
demonstrated reliable and robust performance during both daytime and
nighttime. The annotation software significantly facilitated efficient data
labeling. We were able to build a dataset comprising 308 daytime and 214
nighttime samples for data analysis. The human annotation process allowed us
to deepen our understanding of the camera performance with respect to
different camera settings while looking closely at each individual sample.
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Figure 5.11: An example of our annotation software
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The annotated dataset enabled a comprehensive statistical analysis of
VIDAR's performance under various conditions. Events were classified into
categories such as INVISIBLE_LP (where LPs/MMs were undetectable or unclear
even to humans), WRONG_RECOG (visible but incorrectly recognized LPs/MMs),
NO_LP (vehicles without a visible LP to the camera), and CORRECT_MAKE
(accurate make recognition but incorrect model). We showcase the

percentage of each annotated category in Figure 5.13.

Beyond that, we recorded event indices alongside camera settings, which
helped us identify optimal parameter settings given the statistical results.
Through these analyses, as shown in Figure 5.14, we were able to chart the
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performance fluctuations of LPR/MMR over time, pinpointing the parameter
adjustments corresponding to peak recognition accuracy.

165 LPR Performance during Day and Night MMR Performance during Day and Night
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Figure 5.12: Performance statistics during daytime and nighttime.
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Figure 5.13: The change curve of the percentage of each annotated category
over time.

The code for our plate information search tool, annotation tool, data
analysis, and visualization for VIDAR are available at GitHub
https://github.com/Soltanilara/TWM-Dataset
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Results

The VIDAR camera demonstrates robust performance in LPR under varying
lighting conditions. However, its VMMR and color detection capabilities are
notably diminished in low-light scenarios, with VMMR and color detection
showing a marked decrease in accuracy at night, proving unreliable in varying
light intensities. This result underscores LPR's significance as a reliable and
consistent metric for vehicle identification when it comes to lowlight conditions.

Table 5.2: Overall performance of VIDAR

LPR MMR (Correct, Color
Correct Make Only)
Day 93.83% 66.01%, 22.22% 46.4%
(=88.23%)
Night 97.16% 1.87%. 8.41% -
(=10.28%)

Settings

Triger distance is 100
feet; iris is 380;
automatic focus
during daytime, and
the same focus was
used later for
nighttime
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Chapter 6 Conclusions and Future
Research

Key contributions and conclusions:

In our quest to enhance traffic management and safety within work zones,
we embarked on evaluating two distinct solutions for vehicle detection, speed
measurement and automatic extraction of vehicle specific information: a cost-
effective system utilizing the Milesight camera, and a higher-end solution
featuring the VIDAR camera. Each system presented its advantages and areas
for improvement, which are pivotal for guiding future implementations by
Caltrans.

The Milesight camera proved effective in LPR and speed measurement
during both day and night, making it a reliable component of our low-cost
solution. However, its capability to distinguish between vehicle types (e.g., fruck
vs. car) and their color, was rather coarse and did not meet our reliability
criteria, underscoring a limitation in its utility. To address this gap, we developed
a custom machine learning scheme for VMMR, which, through testing,
demonstrated the potential to offer a budget-friendly alternative to the more
expensive VIDAR system. A notable consideration for this approach is the
requirement for ongoing Caltrans involvement to ensure the system's currency
and functionality in recognizing new vehicle models; however, our development
of an updating mechanism aims to mitigate this challenge by autonomously
integrating the latest vehicle data from the web.

Conversely, the VIDAR system encompasses LPR, speed measurement, and
VMMR capabilities within a single, albeit more expensive, package. This system's
advantage lies in its provision of bi-annual updates and after-sales service,
offering a turnkey solution that might justify the higher investment for Caltrans.
Despite its robust performance in LPR and speed detection under various
lighting conditions, the VIDAR camera's VMMR and color detection functionality
exhibited limitations in low-light scenarios. To complement its evaluation, we
developed a tool for web-based retrieval of make and model information,
enhancing our analysis with a comprehensive validation of LPR and VMMR
accuracy.

Our tests—validated statistically for both daytime and nighttime conditions—
establish the VIDAR camera as a viable option for Caltrans, particularly for initial
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adoption phases. The system's performance, coupled with the support from the
manufacturer, underscores its potential for facilitating scalable and effective
traffic management solutions. For broader implementation, especially under
budget constraints, the Milesight-based solution remains a considerable option,
particularly for daytime operations.

As part of our tests, we further developed a virtual message board system,
with specifications matching those of the commercially available refreshable
message board, that displayed targeted messages to detected vehicles. The
inclusion of this virtual board helped us test the system performance as a whole
from the very first step of vehicle detection all the way to targeted message
generation and message display. Forimplementation, the virtual message
board can be replaced by a physical board.

Looking forward, we recommend daytime deployment of the targeted
warning message technology, leveraging the VIDAR camera's automatic
detection capabilities. Nighttime adoption, while beyond the current project
scope, suggests a reliance on LPR data to web-fetch vehicle specifics—a
process that necessitates collaboration with the DMV for secure and compliant
data access. For nighttime adoption, either systems based on the VIDAR or the
Milesight cameras are feasible.

Future work:

The initial stages of our TWM system development concentrated on vehicle
detection and message generation technology. The next phase focuses on the
practical field implementation of the system. This transition from theoretical
development to real-world application brings to the forefront several critical
questions and hypotheses that require experimental validation through field
tests.

1. Assessing the Impact of Targeted Warning Messages: A central hypothesis
driving our research is the potential of TWMs to influence driver behavior,
encouraging earlier and safer merging practices. While our simulation results
support the notion that improved driver compliance enhances traffic flow and
safety, these outcomes remain hypotheses until proven in a field setting.
Therefore, a key aspect of future work involves observing and measuring the
real-world impact of targeted messaging on driver behavior, traffic flow, and
safety. This empirical assessment will provide the necessary validation for our
theoretical models and simulations.

2. Tuning System Parameters: Another area for future exploration involves
refining the operational parameters of the TWM system. Currently, decisions
regarding the duration of message display, the distance from the message
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board at which to initiate the message, and the frequency of message updates
are made based on heuristic approaches. Determining the optimal settings for
these parameters is essential for maximizing the effectiveness of the TWM system.
For example, finding the right balance in message update frequency is
important as a higher turnover rate may target more vehicles but could also
diminish the individual impact of messages due to the shorter time assigned to
the display of each targeted message. These parameters, among others, will be
subject to rigorous testing in real-world scenarios involving actual lane closures.

Baseline Comparisons: To objectively evaluate the efficacy of the TWM
system, future field tests will incorporate baseline comparisons. By systematically
toggling the targeted warning system on and off, we can directly compare
traffic parameters with and without the activation of targeted warning
messages while maintaining the rest of the experimental conditions intact. This
methodical approach will enable us to quantify the system's benefits and
identify areas for further refinement.

The path forward includes extensive field testing under various traffic
conditions and operational scenarios. Through this iterative process of
implementation, observation, and adjustment, future research aims to refine the
TWM system into an effective tool for traffic management and at the same
better understand its limitations. The next phase of research promises to bridge
the gap between theoretical potential and practical utility, bringing us closer to
realizing our goal of improving road safety and efficiency.
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Appendix A Advanced Data Center for
TWM System

Our workflow is designed around a cenftralized server that communicates with
cameras in real-time, generating and fransmitting messages to digital message
boards. The seamless operation of the centralized server, cameras, and
message boards is essential for the smooth functioning of the entire system.

The TWM system demands significant data processing, model training, and
inference. The reliability of our server is important to ensuring the system's
efficiency, effectiveness, and ultimately, road safety.

Additionally, we aim to empower Caltrans personnel to monitor the system's
health status and traffic flow in real-time whenever needed. The centralized
server is configured to alert Caltrans if a server, a camera, or message board
malfunctions, enabling prompt onsite maintenance. Furthermore, camera data
are invaluable for analyzing traffic flow and monitoring in real-time, particularly
at construction sites. These data are instrumental in assessing deployment
effectiveness and refining future deployment strategies by offering insights into
traffic patterns. Therefore, we plan to enhance the system's capabilities for real-
time data collection, analysis, and visualization, encompassing the health status
of each component, traffic flow, and the messages displayed.

In response to these requirements, we have developed an advanced data
center capable of collecting data on component health (including central
processing unit (CPU) and graphics processing unit (GPU) usage of the
cenftralized server, camera and message board status), traffic flow (density,
speed, etc. captured through our real-time API tool), and message generation.
Should a server exhibit issues, it automatically sends a warning to Caltrans,
facilitating rapid response and maintenance. Additionally, Caltrans personnel
have the capability to review historical traffic data processed by our data
center for future evaluation and planning purposes. This feature ensures that
insights derived from past traffic patterns and system performance can inform
strategic decisions and operational improvements.

The data center docker configurations and setup instructions are uploaded to
GitHub: https://github.com/Soltanilara/LARA-server-monitor.
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Figure A1: An example front panel of the developed data center.

The monitoring infrastructure is built on a robust combination of Docker,
Prometheus, and Grafana, forming a cohesive ecosystem for real-time data
collection, storage, visualization, and analysis.

L)
C )
' ~\
Node
exporter Prometheus Grafana

Figure A2: Data flow diagram.
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Docker containers are utilized to encapsulate the monitoring components,
ensuring a seamless and consistent deployment process. This containerized
approach facilitates easy scalability and management of the monitoring
services.

At the core of our monitoring system is Prometheus, a powerful time-series
database optimized for collecting and processing metrics. Prometheus is
configured to gather data from various sources, with a primary focus on
capturing detailed system performance metrics. This setup enables us to track
the server’'s operational status comprehensively.

To capture the specific metrics required for our monitoring objectives, we
deployed two specialized system status exporters. These exporters are designed
to generate real-time data on GPU performance, and other system metrics,
such as CPU utilization, disk activity, and memory consumption. The choice of
exporters is tailored to our needs, focusing on the components most critical to
our server's performance and reliability.

Grafana is integrated into our monitoring solution to provide a powerful and
intuitive interface for data visualization. It connects to Prometheus to retrieve
the collected metrics, allowing us to create customizable dashboards that
display the server's operational status. Grafana's capabilities extend to long-
term data storage, ensuring that historical performance data are preserved for
trend analysis and retrospective troubleshooting.
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Appendix B Milesight Specifications

Mi esight

(Radar) Al LPR 4X/12X Pro Bullet

Plus Network Camera

B B [ &

30 Radar ) HEVC

& 1= I
OnviF | |§

KEY FEATURES

» Smart IR Il (Coml
» 0.007Lux Starlight
1/2" Image Sensor (Top-no

De

Light Compensation. Improving image vis

ring clear images in ha

(Supporting ultra-large ext

|
» Smart Stream (Ban

Advanced 3D Radar Technology (Optional)

The Milesight 3D radar can locate the vehicle position and direction with
high accuracy. Verified by Al-powered LPR algorithm, the Milesight 3D
radar technology can precisely identify detection distance, speed capture
and flow control, greatly optimizing traffic monitoring, and ensuring the
safety of public transport

dth, storage and bit rate are saved with Smart Stream On, eg, H.265" saves 70%~80% band

3D Radar
AF Lens

DATASHEET

th that of H.264.)

Al-powered LPR Algorithm

Based on Al algorithm, the LPR function provides value-added data via a
pre-trained deep learning medel, which can not only recognize vehicl
plates in real time with high accuracy, but also identify more vehicle featu
like vehicle type, color, etc., generating powerful security and traffic insights

Radar Localization

Speed Cipture

More than 95% High
Recognition Accuracy

3in 1 Super WDR Pro - 140dB

Milesight upgraded 3 in 1 Super WDR Pro outputs three frames each line,
which is able to g more details especially moving subjects. What's more,
it greatly improves image quality for reducing smear and noisy s. The
ratio that the brightest light signal values divided by the darkest light signal
values is up to 140dB.

100fps

With the industry leading frame rate reaching 100fps, the cameras can
easily catch images with no latency despite of the high-speed movement,
which is the best choice for the demanding requirements especially for
intelligent cameras
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(Radar) Al LPR 4X/12X Pro Bullet Plus Network Camera

Max.Image Resolution 1920x1080
Primary Stream 60Hz: 100fps@(1920x1080)(Optional for T Series), 60fps@(1920x1080, 1280x960, 1280x720, 704x576)
b 50Hz: 100fps@(1920x1080)(Optional for T Series), 50fps@(1920x1080, 1280x960, 1280x720, 704x576)
60Hz: 60fps@(704x576, 640x480, 640x360, 352x288, 320x240, 320x192, 320x180)
Secondary Stream
50Hz: 50fps@(704x576, 640x480, 640x360, 352x288, 320x240, 320x192, 320x180)
Tl 60Hz: 30fps@(1920x1080, 1280x720, 704x576, 640x480, 640x360, 320x240, 320x192, 320x180)
Video LY AT 50Hz: 25fps@(1920x1080, 1280x720, 704x576, 640x480, 640x360, 320x240, 320x192, 320x180)
Video Compression H.265'/H.265(HEVC)/H.264"/H.264/MIPEG
Video Bit Rate 16Kbps~16Mbps(CBR/VBR Adjustable)
Privacy Masking Up to 28 areas(24 mask areas and 4 mosaic areas)
ROI Upto 8 areas
Image Setting Brightness/Contrast/Saturation/Sharpness
Ethernet 1*RJ45 10M/100M Ethernet Port
Interface | Audio I/O 1/1
Alarm 1/0 1/1
Network Storage NAS{Support NFS, SMB/CIFS), ANR
Network IPv4/IPv6, ARP, TCP, UDP, RTCP, RTP, RTSP, RTMP, HTTP, HTTPS, DNS, DDNS, DHCP, FTP, NTP, SMTP, SNMP,
Protocol
UPnP, Bonjour, SIP, PPPoE, VLAN, 802.1x, QoS, IGMP, ICMP, SSL
Audio Compression G.711/AAC/G.722/G.726
. Audio Sampling Rate 8/16/32/44.1/48KHz
Audio
Audio Bit Rate 16~256kbps
Two-way Audio Support
Storage Support microSD/SDHC/SDXC Card Local Storage, up to 256G
BLC, HLC, 2D DNR, 3D DNR,
Ad ed Functi - g 5 o8 L
O AWSB, IP Address Filtering, AGC, Anti-flicker, Corridor Mode, Deblur, Watermark
SIP/VolIP Support Yes, Voice & Video-over-1P
System
Event Trigger Black/White List, Motion Detection, Network Disconnection, External Input, Audio Alarm, etc.
Event Action FTP Upload, SMTP Upload, SD Card Record, External Output, SIP Phone, HTTP Notification, etc
System Compatibility ONVIF Profile G & Q & S & T, API
Working Temperature -40'C~60C
Working Humidity 5~90%(Non-condensing)
Power Supply PoE (802.3at) / DC 12V+10%
Power Consumption L
14W MAX (With IR on)
Weather Proof Up to IP67-rated for Weather-resistant Performance
General Housing Vandal-proof IK10-rated Metal Housing (Without Radar Module)
Surge Protection 4KV
Weight -1445.85 ‘ ; 1447g
1623g (With radar module) : 1625g (With radar module)
Dirriendions 320mmX134mmX126mm
320mmX134mmX171mm (With radar module)
Warranty 3/5 Years
Milesight
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(Radar) Al LPR 4X/12X Pro Bullet Plus Network Camera

Max.Image Resolution

Primary Stream

Secondary Stream

Tertiary Stream

2592x1944
60Hz: 30fps@(2592x1944), 45fps@(2048x1536), 60fps@(1920x1080, 1280x960, 1280x720, 704x576)
50Hz: 25fps@(2592x1944), 45fps@(2048x1536), 50fps@(1920x1080, 1280x960, 1280x720, 704x576)

60Hz: 30fps@(704x576, 640x480, 640x360, 352x288, 320x240, 320x192, 320x180)
SOHz: 25fps @(704x576, 640x480, 640x360, 352x288, 320x240, 320x192, 320x180)

60Hz: 30fps@(1920x1080, 1280x720, 704x576, 640x480, 640x360, 320x240, 320x192, 320x180)

Video 50Hz: 25fps@(1920x1080, 1280x720, 704x576, 640x480, 640x360, 320x240, 320x192, 320x180)
Video Compression H.265%/H.265(HEVC)/H.264°/H.264/MIPEG
Video Bit Rate 16Kbps~16Mbps(CBR/VBR Adjustable)
Privacy Masking Up to 28 areas(24 mask areas and 4 mosaic areas)
ROI Up to 8 areas
Image Setting Brightness/Contrast/Saturation/Sharpness
Ethernet 1*RJ45 10M/100M Ethernet Port
Interface | Audio /O 1/1
Alarm 1/O 1/1
Network Storage NAS(Support NFS, SMB/CIFS), ANR
Network - : IPv4/IPv6, ARP, TCP, UDP, RTCP, RTP, RTSP, RTMP, HTTP, HTTPS, DNS, DDNS, DHCP, FTP, NTP, SMTP, SNMP,
rotocol
UPNP, Bonjour, SIP, PPPoE, VLAN, 802.1x, QoS, IGMP, ICMP, SSL
Audio Compression G.711/AAC/G.722/G.726
~ Audio Sampling Rate 8/16/32/44.1/48KHz
Audio -
Audio Bit Rate 16~256kbps
Two-way Audio Support
Storage Support microSD/SDHC/SDXC Card Local Storage, up to 256G
Advanced Function BIG, HLT, 2D DNR, SN,
AWB, IP Address Filtering, AGC, Anti-flicker, Corridor Mode, Deblur, Watermark
SIP/VolP Support Yes, Voice & Video-over-IP
System
Event Trigger Black/White List, Motion Detection, Network Disconnection, External Input, Audio Alarm, etc.
Event Action FTP Upload, SMTP Upload, SD Card Record, External Output, SIP Phone, HTTP Notification, etc
System Compatibility ONVIF Profile G & Q &5 &T, API
Workirg 40°C~60C
Temperature
Working Humidity 5~90%(Non-condensing)
Power Supply PoE (802.3at) / DC 12V=10%
o B8W MAX
Eowestonsontption 13W MAX (With IR on)
Weather Proof Up to IP67-rated for Weather-resistant Performance
General
Housing Vandal-proof IK10-rated Metal Housing (Without Radar Module)
Surge Protection 4KV
Weight 1ite
8 1625g (With radar module)
. " 320mmX134mmxX126mm
Dimensions N
320mmX134mmX171mm (With radar module)
Warranty 3/5 Years

Milesight

v8.0
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(Radar) Al LPR 4X/12X Pro Bullet Plus Network Camera

Structure Diagrams

microSD/SDHC/SDXC Card Slot

Ethernet Port (PoE)

I — 4 : ) Alarm/Audio
- e )
fl G & AR & T

Light Sensor --

Radar(Optional)------

Units: mm
Accessories Support

A01 Pole Mount A03 External Corner Bracket AB2 Junction Box ¥,

\
Weight: 510g
Dimensions: 134*126*40mm  §

Weight: 720

Weight: 900g
Dimensions: 170*51.5*152.6mm

Dimensions: 170*152.5*76.3mm

Milesight Technology | www.milesight.com

Contact Us: sales@milesight.com support@milesight.com

Add: 220 NE 51st Str Qakland Add
Park, Florida

Anyang SK V
116beor onga
Tél: +8 0-7732
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Appendix C Milesight Purchase Invoice

s QUOTATION

=
. L L A LE #7 Omard CA 93036 Account #
Phone - 805-981-2553 Quote # 1023573
—————

— — Email - hsanchez@allcableco. com Date 03-11-22

POWER, SIGNAL, VIDEO, VOICE & DATA l’age 1

UNIVERSITY OF CALIFORNIA DAVIS - —_— ol Hector Sanch
DEPARTMENT OF MECHANICAL AND S;;l:“‘srin i3 alesperson Hector Sanchez
AEROSPACE ENGINEERING 6B b

1 SHIELDS AVE
DAVIS. CA 95616 Reference # QUOTE
? Contact IMAN SOLTANI
Phone # 530-752-3375

Item # / Customer Item # Ship Date
Ln # Description Mfg / DC Request Date Quantity Unit Price Ext Price
1 MSC2966X12RLVPC 1 1,123.00000 1.123.00

2MP AI LPR BULLET CAMERA 60FPS
5.3-64MM AF LENS

Subtotal: 1,123.00
Order Total: 1,123.00

QUOTE VALID FOR 30 DAY(S)

Authorized Signature

NOTE: IF EMAILED QUOTE, Tax will be referenced on the attached PDF and is subject to change if shipped, delivered or picked up.
This quotation is based on the copper base at time of quoting. Any deviation in the copper base may result in escalation/de-escalation of quoted price.
Custom, Printed, Dyed, Striped, Twisted & special Cut items are NON CANCELABLE - NON RETURNABLE
All line items are subject to a +/- 10% tolerance.
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Appendix D VIDAR Specifications

ADAPTIVE IRECOGNITIO Technical Datasheet

Vidar - ANPR/ALPR cameras for traffic monitoring

_ Vidar Vidar Smart Vidar Smart Vidar Smart  Vidar Smart
Imaging HDx HDx 2xHDx LT 2xFHDx LT SMpHDx LT
. Sensor 182: Sensor 182 Sensor 1. 2432x2048
Reshain ot 14401080 20481536 Sensor 2 14401080
45@3MP onsensor1or
MaxFPS 120@720p 120@720p 60 @1080p 120 @ 720p on sensor 2
Sensor Color, Global Shutter Senser 182: Color, Global Shutter
Day/Night switch utomatic brit | with pi ormanual On-Board ANPR+MMR, powered by:
Lens Motorized zoom and focus, remotely adjustable
Lans mount. Custom mount
Optics 1.
Wide 251%21.3°
oo Optics 182 Opties 182 s
Angleof View w;‘:i 5B AT Wide: 557 x 432° Wide: 26,5 x 20° Tele:77°x 6.4
e:3.4° 25 cs2:
Tele:3.4'x25° Tele: B1° x61° TR v e
Tele 34°x 25"
opteal Zoam 8= Optics 182: 18x Optics 182:3.3« gg‘l'f;‘zasj
Optics 1: Variable.
Variable Optics 182 Variable | Optics 182 Variable -
Focal langth 48-846mm 48-846mm 1 mm Optics 2 Varlable,
48-846mm
Distance ANPR Range
Optimal ANPR range at 4m=-20m 10m=-20m
ambient light (13 feet - 65 feet) (33 feet - 65 feet)
Maximal ANPR range at s0m 40m | 50m 250
optimal tions 164 feet) 131 feet) i 164 feet)
Pt condi ( ) ( ) i ( ) =
Maximum ANPR range 35m
at"o" ux* (115 feet)
h
Vehicle speed range _ N o
(at optimal conditions) 0 kmvh — 320+ km/h / 0 mph - 199+ mph -
Maximum road
width covered &m am om
(at standard (20feet) (26 feet) (33feet) B
license plate size)
S
*Inthe caseof reflective license plates  — i )
L1
d Intelli :
On-Board Intelligence 317
Carmen on-board
ANPR - v v v v
ANPR Cloud R R
compllrt soon soor soon o0 soon
DS compliant (v v v v v
MMR + Color - v v v v ol ;CD;
Vehicle category = 3 v v v i oo Sl [
Image L
preselection (= ——
Video analytics (license plate License plate detection, vehicle direction detection, vehicle category
detection)
ADR Recognition - v | v | v | v 40
80

Z-year warranty

CE FE @ ¥ onve Made in EU

RoHS

Technical specfications are subject to change without prior notice. This decument dees not constitute an offer
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ADAPTIVE [RECOGNITION Technical Datasheet

Vidar - ANPR/ALPR cameras for traffic monitoring

. ] Vidar Vidar Smart Vidar Smart Vidar Smart Vidar Smart
lllumination  HDx HDx 2xHDx LT 2xFHDx LT SMpHDx LT
Wavelength 850nm*
m"mmtﬂ‘m! Synchrenized or continuous
lluminati .
beam ange 22
Variable intensity Adjustable in 100 increments, parity flash (different intensity for odd and even frames)

*Other Vidar models are available with 760 nm (near infrared) and white built-in |llumination as well

Processing & I/0

ANPR ]
Processing unit - i ARM64-bit Quad-Core @ 1.4 GHz

Communication
protocols
1/0 ports 12-pin (UART/GPIO/USB/RS232)
In-built Laser
Trigger

Laser wavelength 905nm
& safety class CLASS 1(60825-1 2014)
Radar
for triggering
Certified
vehicle speed - - { -

data

ONVIF, ARP, TCP/IP. DHCP, NTP, FTP, HTTP, RTSP, HTTPs, SFTP (Smart models only), DNS, SNMP, SSL/TLS, NTCIP

fo = 8 mRad Point Laser

- Optional

T T

Optional, 4D MultiLane Radar

Storage

Intemal storage = -
sizeand type 326B"SSD

Stored number
of events (Inter- - approx 90000 approx. 90000 approx 50000 approx. 40000
nal)**
Event package
size for external ~200kB 250-400 kB 250-400 kB 350-500kB 400-550kB
upload**
External FTR.HTTR, FTP. SFTP, HTTP, FTP.SFTR. HTTP, FTR SFTP, HTTP, FTR, SFTR.HTTP,
siorage type SMTP HTTPS HTTRS HTTPS HTTPS
*Internal storage” max. 1 TB SSD (avallable upon request)
**With default settings

Electrical Data

Power
requirement

24-28VAC* min. 24 24-28V AC* min. 25A

Typical power
consumption nw ew 20w 20w 20w

Rl aow sow sow 6w ssw
consumption

*36 v DC when a common ground Is used with external lluminator
Mechanical Data

Operating .G o - 41584
st -45°C — +70°0 (-49°F - +158°F)

IPEIK rating 1P§7,IK10 (additional accessory component required)
Dimensions with ; 5 5
bracket (LawaH) 250%252%258 mm/ 9.84" x 9.92" x 10.16

Weight 45kg/992lbs
In the box Camera, bracket, shield

- *internal
Accessories

M12 power cable, Ethemnet cable, 1/0 Cable, 4D MultiLane Radar, Junction Box, External IR-ight

Certificate

Made in EU, NDAA compliant

ce F@ @ 3_{, OnwviF

Technical specffications are subject to change without prior notioe. Th does not off

3-year warranty
Made in EU

78



Appendix E VIDAR Purchase Invoice

Proforma Invoice
Pl Ho. QUO-12886-H7S3MI6 / 1

Supplier

Adaptive Recognition America Corporation
28059 US Hwy 19 M, Suite 203,
Clearwater, FL 33784, US.A.

DUNS#: 027899782
Tax No/EIN#: 45-2529919
Bank Account
‘Whitney Bank,

228 St Charles, Hew Orleans, LA 70130, U.5.A.
Routing#: 063112786 Acct#: 0731068882
SWIFT/BIC code: WHITUSH  Currency USD

Customer

UHIVERSITY OF CALIFORMIA-DAVIS
KEMPER HALL
CA 95616 DAVIS,
UNITED STATES
Tax No. 94-6036494

Delivery Address

Mech & Aero Engineering University of California
1 Shields Ave, 1014 Ghausi Hall

CA 95616 DAVIS,

United State:

Our Reference: Guillermeo Wulff ™ ates
Proforma Invoice date Terms of Payment Payment Methed
2022 02. 15. Prepayment Bank Transfer
Order date Customer PO No. Ship via Terms / Parity
2022. 11. 01. PO: UCD1064714 Air DAP [/ DAVIS
Part No._ Description Warranty Qty. Unit price Net price
VSP-SMPHDXLT-44 _ Vidar Speed 5MpHDx, LT (U) 4D-Radar (24) 3 years 1,00 11673,005 11673,005

Software update included until: 2024.12.31.

CAM SPEEDCAM ANPR HAM (Horth America)
COMBUY-OTH-0440  Data Cable (Ethernet) Zm for Vidar 1,00 92,00 5 92,00 5
EXPCAB-C01-0370-  Power Cable 2m for Freeway3&Vidar 1,00 58,00 5 58,00 5
o
Het amount 11823005
Delivery, insurance and handling 200,00 5
Total Net amount 12023,00 5
Tax amount 0% 0,00 5
Total Gross amount (USD) 12 023,00 §

Please return a signed copy of this Proforma Invoice via e-mail until 2023. 03. 01., otherwise prices and conditions may change. Dispatching
the goods from Adaptive Recognition (“AR") warehouse is due in typically 30 working days after receiving the funds or by the date as you

agreed with your AR representative.

Adaptive Recognition America Corp.

Phone: +1 727 724 4219 Fage 1 /3
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Proforma Invoice
Pl Ho. QUO-12886-H753M6 / 1

General Terms and Conditions of Sale

Dated August 10, 2022

Adaptive Recognition America Carp.

1. General Conditions

By ordering any hardware (“Product"}, license {“Software") and/or
service (“Service") from Adaptive Recognition (“AR") customer
(“Customer"} expressly acknowledges and accepts that the sales of
the Product, providing service, licensing of software are governed by
this terms and conditions; special terms and conditions are valid only
if AR and the Customer expressly agreed in contrary in a separate
written agreement, and those special terms and conditions were
expressly acknowledged and accepted by AR in that prior written
agreement. Customer purchase terms and conditions and/or order of
the Customer does not over-ride any stipulations of this General
Terms and Conditions. Any other terms and conditions stipulated by
the Customer and.for third party and/or inconsistent with this General
Terms and Conditions are hereby rejected unless expressly acceptad
by AR in a separate prior written agreement. Order placement for
Products/softwarer Sarvices from AR constitutes Customer's express
acknowledgment and acceptance of this General Terms and
Conditions. 8y placing order and paying any amount (full or partial),
the Customer acknowledges and accepts that AR does not offer
products, services, software licenses without acceptance of this
general Terms and Conditions by the Customer. The Customer
expressly accepts and acknowledges that all information related the
Products, Software, Service andJfor is in connection with the business
relationship between AR and Customer is to be held confidential.

2. Special Conditions for Software

any software distributed by AR may not be reproduced, copied or
transmitted in any way whatsoever. Copyright owner retains all rights
not expressly granted in the End User License Agreement [“ELLA™),
especially the right to distribute, to reproeduce, and the right of
adaptation, arrangement, translation and any other modification to
software, including the correction of mistakes, as well as the
reproduction of the results of these acts. The software warranty does
not  apply for functionality, completeness, accuracy, amdfor
timeliness of the software. Terms and conditions of use related to any
software distributed by AR is defined by the EULA attached to the
specific software. Customer automatically accepts the EULA related
to the software by ordering software license from AR.

https: '/ adaptiverecognition. com/eulas

3. Quotations and Orders

all quotations by AR are confidential and will be provided as Pro
Forma Invoice, which remains walid for the period indicated. By
signing and resending the Pro Forma Invoice to AR within fifteen {15)
days after it is issued, Customer orders the indicated
good(s)rservice(s} and that Pro Forma invoice is considered
automatically as Purchase Order.

4. Cancellation of Order

Please double check the license type, once it is generated the license
fee is q for cancellation an Order may be
accepted at AR's discretion, and carry a charge of up to 25% of order
value. Returns may be subject to separate terms. Orders may not be
cancelled, suspended, changed or retunned without previous written
consent of AR.

dable.

5. Prices

Al prices are in the currency indicated on the Invoice, and unless
otherwise specified, standard delivery terms shall be Ex works -
Clearwatar, Florida (Incoterms EXW). Florida sales tax rates apply to
orders delivered inside the State of Florida without a FL Resale
Certificate. Quoted unit price only applies to the specific product

Phone: +1 727 724 4219

model configuration or service and quantity indicated on the Invoice,
and shall be valid only for that ;ame Invoice within its specified time
frame. Pricas do not contain any taxes, duties, customs and charges.
&ny deduction or withhold from the price indicated on the related
invoice is not acceptable by any reason. Customer acknowledges and
accepts that Customer is responsible for shipping, insurance, bank
charges, customs duties, and any other impert. fees and international
and local taxes/feesscharges. Shipping costs quoted by AR shall be
understood under Deliver at Place - Customer's delivery address
(Incoterms DaP) delivery terms. Unit price shall include applicable
product packaging, as well as support services and Limited Warranty
stipulated in Section . Prices do mot include any integration,
customization, local installation or any other related services.

6. Payment

&ll payments shall be wpfront according to standard pre-payment
terms by wire transfer to the bank account indicated on the invoice
or as agreed with your AR representative (such as business check or
Credit card under 510k USD).

7. Delivery

AR will attempt to provide a best-effort estimate for delivery lead
time when issuing the Inveice, which shall apply from the date AR
receivas cleared paymant in the full amount of the iInvoice. Payments
with any deduction or withhaold will be deemed insufficient regardless
of the reason, and will prevent delivery. Delivery is not the essence
of this Agreement, and no delay shall be grounds for any daim for
damages or order cancellation. Partial shipments may be allowed at
AR's discretion.

8. Storage Costs

If for any reason Customer is unable or unwilling to accept delivery
of Products at the time when it is due, AR may charge storage fees
fior storing such Products, in-house storage capacity permitting, and
while attempting to take all reasomable steps to prevent deterioration
of Products until delivery can take place. Customer is responsible for
storage fees, as well as all reasonable costs, including insurance etc.
In any event however, 4R shall be under no obligation to safeguard
said Products, and shall not be held liable for any deterioration arising

out of delay in delivery.

9. Limited Warranty

AR warrants that all Products under mormal use will perform in
accordance with the relevant user manual, will be free from defects
in materials, workmanship, and design. Customer has access ta AR
Product support, as well as extended warranty options at the time of
purchase. Upon Customer's written requast and with all other claims
excluded, AR agrees to undertake at its discretion to repair or
replace, as quickly as possible, any Product part proven to be
defective within the warranty period. whereas the repair or
replacement will be done in Hungary, Customer shall bear all costs of
deinstallation and reinstallation and shipping the defective Product
to Clearwater, FL or directly to Perbal, Hungary (e.g. deinstallation,
transportation, return shipping to AR, and reinstallation). Warranty
does not include coverage for defects due te normal wear and tear,
accident, misuse improper maintenance, failure to observe the
operating instructions, excessive loading, testing, use of any
unsuitable material, influence of chemical or electrolytic action,
resulting from other reasons beyond AR's control, or when the source
of defect canmot be conclusively proven to be faulty design, bad
material, or poor wor ip. ing or npering with the
warranty label will void the warranty. sll other Customer claims not
Page2 /3
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expressly allowed in this agreement, such as claims for damages,
reduction of price, or withdrawal from the comtract, are hereby
excluded, irrespective of the grounds on which they are based. In no
case whatsoever shall Customer be entitled to claims of damages for,
in particular but not limited to, loss of production, loss of use, loss of
orders, loss of profit, or other direct, indirect, or consequential
damage. Customer is responsible for arranging and paying for the
return shipment to AR or its authorized local representative.
Warranty does not cover damages or deterioration of externally
ible optical ¢ rfaces, including but not limited
to scratches, cracks etc. of the glass. Software warranty is governed
by the EULA attached to Software. Bath hardware warranty and the
software update period may be extended according to the terms of
the AR Limited Warranty.

aco d

10. Returns

AR accepts returns of Product: only after written Return Merchandise
Asuthorization ("RMA™) has been issued by AR for the corresponding
Product prior to return shipping. Customer acknowledges and accepts
responsibility for providing to AR the basic information® required for
RMA tssuance via the ARTed\mcal Support. System ["ATS57). Register

liable for deiay and extra costs arising from or in connection with
Customer's non-compliance to the AMA requirements listed herein.
AR will not accept returns for any Product. specifically manufactured
for Customer, whether special order, OEM, or out-of-stock items. Any
Praduct return delivery without proper RMA will be either refused or
returmed to sender at Customer's expense, and AR reserves the right
to charge Customer a fee for associated administrative costs and
service charges.

11. Claims/Complaints

Customer claims must be reported in writing via AR's ATSS online
helpdesk portal upon receipt of Product or immediately upon
discovery of hidden faults.

12. Product Ownership

Ownership of Product shall remain with AR, notwithstanding delivery,
or attachment of Product to other property, until AR receives full
payment for the corresponding Invoice. Customer shall have no
pledge or lien on AR property.

13. Third Party Rights

all Products covered under this agreement are provided in new
condition with no daim or title by any third party upon delivery to
Customer (unless AR and Customer agree otherwise in writing), and
we of Product shall not give rise to any infringement or
misappropriation of any Intellectual Property Right (<IPR") of any
third party. AR i not liable for any defected IPRs, and where such
liahility exclusion is prohibited by law, the Limitation of Liability
terms defined in Article 14 shall apply.

14. Limitation of Liability

AR's liability is limited to damages incurred by and/or in connection
with the Customer due to late or defective performance strictly as
described in this Agreement. In any event, liability for loss affecting
a certain individual Product/Software/Service shall not exceed the
amount  Customer paid for that  same individual
ProductrSoftware/Service affected by damage (which represents
AR's maximum liability under this agreement for the certain

! basio information means: product name, quantity, serial numberis),
detailed deseription of the Bsue, date of purchase

Adaptive Recognition America Corp.

Proforma Invoice
Pl Ho. QUO-12886-H753H6 /1

Product/software/Service that directly gave rise to claim), and AR
excludes its liability for any consequential loss, including especially
the loss of profit, loss of production, and loss of data. The limitation
on the amount of damages shall not apply to the extent that a Defect
has been fraudulently concealed, andsor resulted from intentionally
breach of contract on the part of AR or caused by crime or in the case
of loss of life, bodily injury or damage te health. any other or
additional claims of the Customer in relation to any Defect or any
da!m IﬂsEd on the breach of this purchase order and/or the breach
any and ag concluded between
Customer and AR exceeding the claims provided for in this Article 14
are excluded. It is agreed that the liability for damages outlined
above is limited as the price of the Product/Software/service are
determined subject to this limitation.

15. Technical Specifications

Unless otherwise agreed upon, brochures and catalogues provided by
AR are not binding, and data andsor information provided in such
documentations remain subject to change as AR reserves the right to
maodify any specification without natice.

16. Applicable Law and Jurisdiction

This Order and any and all individual arrangement and agreement
concluded between Customer and AR shall be construed and
governed exclusively by and in accordance with the laws of the
State of Florida without regard to any conflict laws provisions. The
state courts in Pinellas County, Florida, shall have exclusive
jurisdiction over any controversy between the parties arising out
of or related to this Agreement.

Phone: +1 727 724 4219

Signature of Customer
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