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Chapter 1

Introduction

1.1 Overview

Early-age cracking is a root cause of premature loss of serviceability of concrete structures, including reinforced concrete bridge decks and slabs. Cracking may occur while concrete is still in a plastic state or after its hardening. Although the causes of such cracking have been studied extensively over the past several decades, and corrective actions have been proposed, widespread problems persist [39, 70, 103]. Cracking resistance can be improved through materials design optimization, but such efforts must extend beyond the realm of laboratory testing. The prevailing conditions during placement and hardening of the concrete bridge deck need to be considered. Model-based simulation enables parametric analyses within that comprehensive setting, in which concrete materials science interconnects with construction practice and structural behavior.

This project involves: 1) the development of a methodology for simulating the early-age behavior of structural concrete; and 2) application of the methodology to assessing early-age cracking of concrete bridge decks and slabs. The methodology employs simple lattice models, which depend on a modeling of cementitious materials hydration. From this basis, realistic connections are made between the design parameters (including materials composition, construction practice, environmental conditions, and structural configuration) and properties that strongly affect susceptibility to cracking, such as volumetric stability, strength, stiffness, and creep potential. The approach developed herein is suitable for analyses of hardened concrete, yet
inferences can be made regarding cracking in the plastic state.

Validation exercises are conducted using measurements taken from bridge decks, including a bridge monitored through a Caltrans sponsored project, and small-scale laboratory tests. The validated model is used for parametric studies that cover variations in casting/curing protocols, cementitious materials composition, structural configuration, and environmental conditions, as well as the usage of special admixtures (e.g., shrinkage reducing admixtures). The importances of thermal and hygral contributions to cracking potential are assessed. The simulation results show that thermal effects may significantly contribute to cracking and its severity, particularly in the presence of restraint against deck movement.

Laboratory testing and observations of field performance cover a small set of possible combinations of the design parameters related to early-age cracking of bridge decks. The methodology developed through this project enables examination of a much larger region of the design parameter space, which is necessary for establishing comprehensive design guidelines for controlling early-age cracking.

1.2 Background

Early-age cracking of bridge decks may occur due to plastic shrinkage or settlement, prior to concrete setting, or as a consequence of volumetric changes associated with thermal, hygral, or chemical phenomena that occur after setting. Such cracking can be superficial or extend through the deck thickness. Previous studies have found that tensile stresses associated with such volumetric instabilities are larger than those due to traffic loading [70].

The duration of the early-age period depends on the properties of interest, ranging from the first few hours after casting (e.g., when investigating plastic shrinkage cracking and settlement) to days after the completion of curing operations. Herein, the early-age period begins with concrete casting and extends through the time of curing, including initial exposure to the environment after curing measures are completed. It is during this period that a variety of distress mechanisms are manifested and the efficacy of design decisions, with respect to crack prevention, can be studied.

The factors that affect cracking potential can be categorized in different ways, such as the grouping presented in Fig. 1.1. These factors can be viewed as design parameters, since they are considered prior to and during the time
of construction and curing. To simplify the categorization, the many environmental boundary conditions are represented in terms of heat and moisture exchange.

Hygral shrinkage, due to autogenous mechanisms and external drying, is a primary source of early-age cracking of concrete bridge decks. The lifetime shrinkage potential of ordinary concrete ranges from 400 to 1000 µm/m; up to half of this amount occurs within the first month after exposure to the environment and about 90% occurs within the first year [32]. Control of hygral shrinkage has been effective in avoiding significant cracking in structural concrete [81]. Nonetheless, the significance of additional factors, acting alone or in combination, needs to be assessed.

Thermally induced cracking is a concern in mass concrete applications, which are typically defined by a minimum dimension criterion [26]. For example, the Japan Concrete Institute classifies reinforced slabs with large surface area and thickness greater than 0.8 m as mass concrete [63]. According to the Concrete Technology Manual [32], a thermal control plan is typically needed when one dimension of a concrete placement exceeds 2.13 m (7 ft). An equivalent thickness has been defined to account for size and geometry of the structural element [43], providing a more consistent measure for identifying mass concrete applications.

Clearly, concrete bridge decks of ordinary dimensions do not qualify as mass concrete applications. Nonetheless, deck concretes typically contain a large amount of cementitious materials, which causes higher heats of hydration. The large surface areas of decks and slabs also make them prone to solar heating and variations in the ambient temperature. The placement of decks over steel or mature concrete girders, which provide restraint and may also be thermally loaded, further heightens the potential of cracking. For these reasons, thermal contributions to cracking potential need to be assessed.

1.3 Hypothesis

Early-age cracking behavior of reinforced concrete bridge decks depends on a variety of factors. Whereas hygral shrinkage effects are thought to be dominant, thermal effects can also have a primary influence on cracking potential. The occurrence and severity of early-age cracking can be controlled through the simultaneous consideration of hygral and thermal factors, along with their dependence on structural restraint conditions.
Figure 1.1: Design parameters affecting early-age cracking of bridge decks
1.4 Project tasks and goals

The project tasks and goals pertain to: 1) development and validation of a methodology for simulating the early-age behavior of structural concrete; and 2) application of the methodology to assessing the susceptibility of concrete bridge decks to early-age cracking. Realistic connections are made between the design variables (including materials composition, construction practice, environmental conditions, and structural configuration) and properties that strongly affect susceptibility to cracking, such as concrete strength, stiffness, shrinkage, and creep capacity. Through quantitative accounting of these relationships, the methodology supports the formation of comprehensive design guidelines for controlling early-age cracking in concrete bridge decks and slabs.

1.5 Report contents

This report first provides background information regarding early-age cracking of structural concrete. Common strategies for reducing the likelihood of such cracking are reviewed. The report then summarizes the modeling framework and its capabilities, as demonstrated through validation exercises. Much of the background information on the model and most of the validation exercises are presented in appendices. The validated model is used for model-based parametric study of bridge deck cracking. Finally, the results of the parametric study, and surveys of existing literature, support the development of recommendations and guidelines for controlling such cracking.
Chapter 2

Early-age concrete behavior: Overview

This section reviews selections from the available literature with emphasis on the early-age cracking performance of concrete bridge decks. The review will include coverage of several state DOT sponsored projects related to early-age cracking of concrete. It will also cover the topic of modeling early-age concrete behavior and provide justifications for some of the modeling assumptions employed herein.

Definition of the early-age period varies between studies, depending on the properties or behavior of interest. Several studies have defined early-age concrete to be that within the first 24 h after mixing [60, 109]. Riding et al. [105] refer to an early-age period of 4 to 5 days after casting. Others include the period of curing and possibly beyond to cover the time when concrete remains susceptible to cracking caused by thermal-hygral phenomena. Initial deck cracking may occur up to several weeks after casting and early-age conditions likely play a significant role in such later cracking. Examination of bridge decks has shown that cracking progresses over longer periods of time and that it takes several years for the extent of cracking to become evident (Fig. 2.1) [40].

2.1 Factors influencing early-age cracking

A variety of factors influence early-age cracking [34]. Several of the prominent factors are briefly described in this section.
2.1.1 Mixture composition and proportioning

Cement composition and fineness

Cement composition has a major impact on the short- and long-term performance of structural concrete. Cement composition affects both the rate and products of hydration. It therefore governs rate of heat production and the development of relevant properties, such as strength and stiffness. For bridge deck concrete, Caltrans limits the choice of portland cement to ASTM types II and V, which effectively limits the C₃S contents. Equivalent alkali content of the cement has an upper limit of 0.6% to reduce problems associated with alkali-silica reactivity, but also to reduce drying shrinkage and avoid strength loss [62]. The influences of cement composition on early-age cracking potential, and on the durability-related properties of concrete in general, have been summarized by several technical documents and reports [32, 85].

Increasing cement fineness refines the initial pore-size distribution of the cement paste, which typically increases autogenous shrinkage [25]. Upper limits on cement fineness (e.g., 320 m²/kg) have been recommended to reduce the potential for large autogenous shrinkage. Due to higher surface area, finer cements also increase the rate of cement hydration and thus the rate of heat production at early-ages. Although those tendencies can be reduced by coarsening the cement particle-size distribution, early-age strength may also be compromised.
Supplementary cementitious materials

A variety of supplementary cementitious materials (SCMs) are approved for use on Caltrans projects. Several SCM categories, usage rates, and relevant specifications are listed in Table 2.1. SCM type and usage rate influence: 1) particle size distribution and thus the initial packing of the particle structure; 2) particle morphology and its effects on water demand and workability; 3) reactivity; 4) specific surface area available for reaction; and 5) composition and microstructure of the reaction products. These influences lead to changes in fresh and hardened properties of concrete, as presented in Table 2.2. As SCMs are commonly industrial by-products, or produced from variable source materials, their composition and properties exhibit variation. More than one SCM may be blended with OPC. For example, ternary blends have been developed to enhance binder properties and address specific needs. Partial replacements of cement by inert filler materials (e.g., limestone powder) may accelerate early-age hydration and reduce, or maintain, setting times [23].

The particle size distributions can be controlled through grinding. Typically, more finely ground materials have higher specific surface area and therefore are more reactive (mechanical activation). Fine particles may also serve as nucleation sites for portland cement hydration. The dense microstructures that are produced by grading particle size reduce the permeability of the matrix. However, fine or finely ground materials refine the pore structure, which can increase autogenous shrinkage and lower bleeding rates, which is a contributor to plastic shrinkage cracking.

When portland cement is partially replaced by a less reactive SCM (e.g., fly ash), there is a dilution effect causing delay in setting and lower early-age strengths. The cementing properties of several SCMs (e.g., fly ash) result from the pozzolanic reaction, which is a secondary reaction that relies on calcium hydroxide produced by cement hydration. Long term strength is recovered through the pozzolanic reaction, often surpassing the strength of OPC binders.

A common goal in concrete mixture design is to reduce the environmental impact of components of the civil infrastructure. The partial replacement of OPC reduces cement use and thus the relatively large amounts of CO₂ associated with cement production. For the common case where the SCM is an industrial by-product, the value added use of a waste material is an additional benefit. However, premature loss of serviceability of bridge decks has large negative economic and environmental consequences. It can be ar-
gued that durability should be the primary objective in designing concrete mixtures for bridge deck applications.

**Water/air content**

Increasing water content increases the amount of evaporable water and thus shrinkage potential. Increasing cement content also increases shrinkage potential, due to the larger amount of cement paste. For the water-to-cement ratios of ordinary concrete, reducing w/c reduces the drying shrinkage potential, as shown in Fig. 2.2. For water-to-cement ratios less than about 0.40, however, autogenous shrinkage due to self-desiccation becomes a concern.

Increasing air content improves workability, which allows for reductions in w/c and therefore reductions in shrinkage. The strength reductions associated with increased air content are thought increase creep under sustained load, which also reduces cracking potential [40]. The same study recommends air contents of 8 ±1.5% for durable concrete.

**Aggregate type, amount, and gradation**

Increasing the volume fraction of aggregate typically reduces the amount of drying shrinkage, as shown in Fig. 2.2. Studies of concrete beyond 24h have shown that the type of aggregate can have significant influence on resistance to cracking. Whereas paste is volumetrically unstable under hygral variations, aggregates are more stable, providing restraint against shrinkage.
Table 2.2: Influence of supplementary cementitious materials on concrete properties [32]

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>GGBFS</th>
<th>Fly Ash</th>
<th>Metakaolin</th>
<th>Silica Fume</th>
<th>Rice Hull Ash</th>
</tr>
</thead>
<tbody>
<tr>
<td>Water Demand</td>
<td>▼</td>
<td>▼</td>
<td>▼</td>
<td>▼</td>
<td>▼</td>
</tr>
<tr>
<td>Workability</td>
<td>▲</td>
<td>▲</td>
<td>▼</td>
<td>▼</td>
<td>▼</td>
</tr>
<tr>
<td>Initial Set</td>
<td>▼</td>
<td>▼</td>
<td>▼</td>
<td>▼</td>
<td>▼</td>
</tr>
<tr>
<td>Final Set</td>
<td>▼</td>
<td>▼</td>
<td>▼</td>
<td>▼</td>
<td>▼</td>
</tr>
<tr>
<td>Heat of Hydration</td>
<td>▼</td>
<td>▼</td>
<td>▼</td>
<td>▼</td>
<td>▼</td>
</tr>
<tr>
<td>Dry Shrinkage</td>
<td>Unknown</td>
<td>▼</td>
<td>▼</td>
<td>▼</td>
<td>Unknown</td>
</tr>
<tr>
<td>Plastic Shrinkage</td>
<td>▼</td>
<td>▼</td>
<td>▼</td>
<td>▼</td>
<td>▼</td>
</tr>
<tr>
<td>Early Strength</td>
<td>▼</td>
<td>▼</td>
<td>▼</td>
<td>▼</td>
<td>▼</td>
</tr>
<tr>
<td>Long Term Strength</td>
<td>▼</td>
<td>▼</td>
<td>▼</td>
<td>▼</td>
<td>▼</td>
</tr>
<tr>
<td>Permeability</td>
<td>▼</td>
<td>▼</td>
<td>▼</td>
<td>▼</td>
<td>▼</td>
</tr>
<tr>
<td>Sulfate Resistance</td>
<td>▼</td>
<td>▼</td>
<td>▼</td>
<td>▼</td>
<td>▼</td>
</tr>
<tr>
<td>Chloride Resistance</td>
<td>▼</td>
<td>▼</td>
<td>▼</td>
<td>▼</td>
<td>▼</td>
</tr>
<tr>
<td>ASR Mitigation</td>
<td>▼</td>
<td>▼</td>
<td>▼</td>
<td>▼</td>
<td>▼</td>
</tr>
</tbody>
</table>

Legend:
- ▼ - Increased / Improved
- ▲ - Significantly increased / Improved
- ▼▼ - Radical / Dramatic
- ▼▼▼ - Significantly Radical / Dramatic
- ▼▲ - Effect View
- ▼ - No Change

Figure 2.2: Dependence of drying shrinkage on w/c and aggregate content (adapted from Neville [93])
Recent study by Roziere et al. [109] considered the influence of various aggregate types on cracking behavior within the first 24 h. They did not find a significant influence of aggregate type in that early stage. Increasing a/c has been found to be highly effective in reducing shrinkage cracking [12]. For the same amount of paste, the size distribution of aggregates does not affect the shrinkage of concrete.

Aggregate type and amount have a strong influence on the coefficient of thermal expansion (CTE) of the concrete (Table 2.3). The lower and upper values of the range of CTE values differ by a factor of about 2.

The angularity of aggregates may affect cracking potential. In particular, deck concretes produced with angular aggregates exhibited less cracking than those produced with river gravel with rounded features [70]. This implies that better bonding along the aggregate-paste interface improves the cracking resistance of early-age concrete.

Aggregates with higher absorption capacities have the potential to draw water from the pore structure and, in effect, act as drying agents. Aggregates with low absorption capacities, or those batched in saturated surface dry condition, are preferred. Stiffer aggregates reduce long-term shrinkage, but the effects on early-age behavior are less significant due to the large mismatch between the elastic moduli of the aggregate and paste phases.

<table>
<thead>
<tr>
<th>Aggregate type</th>
<th>concrete CTE ($\times 10^{-6}/^\circ \text{C}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>limestone</td>
<td>6</td>
</tr>
<tr>
<td>granite</td>
<td>9</td>
</tr>
<tr>
<td>sandstone</td>
<td>10</td>
</tr>
<tr>
<td>quartzite</td>
<td>12</td>
</tr>
</tbody>
</table>

Table 2.3: Effect of aggregate type on coefficient of thermal expansion (CTE) of hardened concrete [93].

2.1.2 Volume changes due to hygral effects

Plastic shrinkage

For higher water-to-cement ratios (e.g., for $w/c$ greater than about 0.4), the cement-based matrix is initially a suspension of cement grains and other solid particles within the mixture water. Due to the differences in specific gravity, the particles settle and there is a net flow (bleeding) of water upward [22].
At lower w/c, the grains are in partial or near-contact from the start, such that there is less settlement and bleeding. If the upper surface is exposed to a drying environment, and if the rate of drying is greater than the rate of bleeding, the near surface porosity is gradually emptied of water, beginning with coarser pores. Menisci formation within the emptying pores induces an underpressure in the capillary water, which causes contraction of the particle network near the drying surface. This contraction, and ultimately air entry into the particle network, is the source of plastic shrinkage cracking.

Mixtures that provide sufficient bleeding rate are less susceptible to plastic shrinkage cracking. Silica fume additions, and other additions that densify the packing structure, can be problematic in that they densify the particle network and impede water transport. On the other hand, the addition of short synthetic fibers is thought to improve water transport toward the drying surface and reduce the tendency for plastic shrinkage cracking. The potential for plastic shrinkage cracking can also be reduced through control of the evaporation rate, which depends on the concrete temperature, air temperature, ambient relative humidity and wind velocity.

Interconnection of the cement particles, via the products of cement hydration, leads to setting of the concrete and its ability to resist penetration or shear. Concretes with higher w/c typically take more time to set due to the larger initial spacing of the particles. The delay in setting can increase the probability of plastic shrinkage cracking. Further evolution of the percolated network leads to mechanical property development with respect to elastic modulus, strength, and creep. Leemann and Lura [75] describe the beneficial effects of selected admixtures on reducing plastic shrinkage cracking.

**Autogenous shrinkage**

Autogenous deformation is the macroscopic volume change when moisture exchange with the environment is prevented. Such deformation results from chemical shrinkage, which is an internal volume reduction [125]. The volume of the reaction products of cement hydration is less than that of the reactants. This chemical shrinkage is on the order of 6-7 ml/100 g of cement reacted for ordinary cement pastes [100] and can be higher for some blends containing supplementary cementitious materials (e.g., silica fume). Prior to setting, while the cement paste is in liquid state, chemical shrinkage is converted entirely to external volume change. With further hydration, the particle network becomes percolated (i.e., solid pathways have formed across the
material volume) and increasingly resistant to volume changes. This enables gas bubbles to nucleate within the larger porosity features. In turn, water-air meniscus are produced along with an accompanying drop in RH, as described by Kelvin’s law [79]. The formation of menisci leads to underpressure in the capillary fluid.

The autogenous shrinkage is much smaller (up to two orders of magnitude less) than that of the unrestrained chemical shrinkage [22]. Even so, since autogenous shrinkage develops early in the hydration history, when the skeleton of solid hydration products has low stiffness and is prone to creep deformation, the capillary underpressure can produce large deformation of the solid skeleton.

This capillary tension explanation of autogenous shrinkage (and hygral shrinkage, in general) is thought to be valid for the upper RH range, say above 45% [79]. Other mechanisms are present, including disjoining pressure between the solid particles resulting from van der Waals forces, double layer repulsion, and structural forces [53]. When RH decreases, the disjoining pressure lowers, which causes shrinkage. However, this shrinkage mechanism is thought to be dominant only in the lower RH range. It is therefore not a primary contributor to autogenous shrinkage, which occurs at RH above 75-80%.

With respect to early-age cracking of structural concrete, several points are relevant.

- Autogenous deformation of portland cement systems increases dramatically as the water-to-cement ratio is reduced below about 0.35. This is caused by the concomitant reduction in pore size and therefore capillary stresses.

- The reduction of internal RH due to autogenous effects depends on $w/c$, amongst other factors. The highest RH drops are seen for lower $w/c$ values [36, 95, 98].

- Reduction of internal RH decreases hydration rates and therefore strength development [135]. However, this reduction is significantly less for higher $w/c$ concrete due to their larger porosity.

- Finer cement leads to larger reduction in RH for a given degree of hydration. Autogenous shrinkage is greater for finer cement.
• Superplasticizers improve the dispersion of cement particles that, in turn, increases early-age autogenous shrinkage.

• Various strategies have been proposed to mitigate autogenous shrinkage effects [59, 120]. Drying shrinkage can be prevented by construction practice (e.g., wet curing and other means of reducing water loss to the environment.) Autogenous shrinkage is much less addressable through construction practice. Rather, it should be addressed through materials design: use of slower hardening cements that have lower chemical shrinkage. For example, cements with lower C$_3$A and C$_3$S contents should be used, since those compounds are the greatest contributors to chemical shrinkage. Furthermore, aggregate content should be maximized and delay of setting avoided.

Drying shrinkage

The rate and amount of drying shrinkage is affected by internal and external factors. The internal factors include the type and amount of aggregate, water-to-cement ratio, water content, cement content, and the use of special admixtures. For concretes containing dimensionally stable aggregates, the primary factors are the proportion of aggregates, water-to-cementitious materials ratio, and total amount of water. As fly ash allows for a reduction in water content, all else being equal, fly ash usage reduces drying shrinkage. The external factors include the methods of curing and the temperature, wind velocity, and RH of the environment. Drying shrinkage increases with increases in temperature or wind velocity, and reductions in RH.

2.1.3 Volume changes due to thermal effects

Cement hydration is an exothermal process. The amount and rate of heat produced depends on the phase composition of the cementitious materials and additives, as described in Appendix A. For sufficiently high rates of hydration and boundary conditions that restrict heat loss, the concrete heats and expands. Cracking may occur if subsequent cooling is rapid, particularly if the thermal contractions are restrained [26].

The temperature changes of the concrete, and the consequent dimensional instabilities, are governed by the thermophysical properties of concrete, including heat capacity, thermal conductivity, and coefficient of expansion.
These properties depend, to varying degrees, on the degree of cement hydration since the hydration process modifies the composition and morphology of the microstructure. Beyond the final set of concrete, however, there is little change in the coefficient of thermal expansion of concrete.

2.1.4 Tensile capacity

Tensile cracking is the cause and/or effect of most durability problems of structural concrete. The stress-displacement response of concrete to uniaxial tension is depicted in Fig. 2.3. Axial strain can be determined from axial displacement over a gage length, but a strain measure is valid only up to peak load. At peak load, fracture localizes and the concept of gage length no longer applies.

Although prediction of cracking is complicated by many factors, cracking potential is often based on a simple stress-based criterion [50]

\[ \eta = \frac{\sigma_1}{f_t} \]  

(2.1)

where \( \sigma_1 \) is principal tensile stress and \( f_t \) is a measure of tensile strength. The comparison of stress and strength depends on both time \( t \) and position within the domain.

If \( f_t \) is based on a short duration tensile test, cracking occurs at \( \eta < 1 \) under sustained loading due to the occurrence of tertiary creep. Depending on test configuration and other factors, a range of stress ratios at fracture has been observed, as summarized in Table 2.4. Time to rupture increases
with lower stress-strength ratios. The descending branch of the static loading curve can serve as an envelope for creep rupture, as depicted in Fig. 2.3c [139].

<table>
<thead>
<tr>
<th>Study</th>
<th>$\eta_c$</th>
<th>notes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Altoubat and Lange [1]</td>
<td>0.60-0.64</td>
<td>split cylinder tests</td>
</tr>
<tr>
<td>Altoubat and Lange [1]</td>
<td>0.75-0.80</td>
<td>uniaxial tension tests</td>
</tr>
<tr>
<td>Domone [47]</td>
<td>0.75</td>
<td>creep rupture under sustained load</td>
</tr>
<tr>
<td>Emborg [50, 49]</td>
<td>0.7</td>
<td>conditions typical of cooling of mass concrete</td>
</tr>
<tr>
<td>Riding et al. [105]</td>
<td>0.57</td>
<td>split cylinder tests (50% probability of cracking)</td>
</tr>
<tr>
<td>van Breugel and Lokhorst [126]</td>
<td>0.75</td>
<td>self-induced stress</td>
</tr>
<tr>
<td>Wittmann et al. [131]</td>
<td>0.6-0.8</td>
<td>beam tests</td>
</tr>
</tbody>
</table>

Table 2.4: Stress-to-strength ratio at fracture, $\eta_c$

Considering the stochastic nature of the factors affecting both restraint stress and strength, however, cracking potential ought to be estimated in probabilistic terms. At any time $t$, there is a scatter in both strength and restraint stress produced within a set of nominally identical systems, differing only by random variations of the parameters and processes defining the systems. If stress and strength are represented by probability distributions about their mean values, the probability of cracking can be related to the overlap of the two distributions as suggested by Fig. 2.4. The estimation of cracking potential is also affected by spatial variation of these values within the structural domain. Considering these observations, and the afore-
Figure 2.5: Dependence of probability of cracking on stress-to-splitting strength ratio (from Riding et al. [105])

mentioned dependence of strength on load duration, it follows that \( \eta \) values much less than unity are reasonable as design limits [126].

Based on restrained shrinkage tests of several concrete mixtures, in conjunction with strength tests of match-cured cylinders, Riding et al. [105] determined the stress-to-splitting strength ratio at cracking. Compressive strength was measured, from which splitting strength was calculated using one of several common relations. Lognormal fits of probability of cracking and stress-to-splitting strength ratio were made from restrained shrinkage testing of 64 specimens. The concrete mixtures varied with respect to water-to-cement ratio (0.32 to 0.53), total amount of cementitious materials (279 to 390 kg/m\(^3\)), OPC type, and blend of OPC with fly ash, slag and/or silica fume. One such lognormal fit is presented in Fig. 2.5. Cracking potential can be categorized according to probability of occurrence, as indicated in Fig. 2.6.

Another practical means for assessing the risk of cracking involves comparison of a cracking index

\[
I_{cr} = \frac{1}{\eta} = \frac{f_t}{\sigma_t}
\]  

(2.2)

with an empirically derived safety index \( \gamma_{cr} \), which relates to probability of
Figure 2.6: Stress-based categories for probability of cracking. The boundaries between categories are defined by 25, 50, and 75% probabilities of cracking (from Riding et al. [105])

cracking [65]

\[
P(I_{cr}) = 1 - \exp \left[ - \left( \frac{I_{cr}}{0.92} \right)^{-4.29} \right] \times 100
\]

(2.3)

This relationship, which is plotted in Fig. 2.7, was determined by thermo-mechanical analyses of 65 mass concrete structures whose construction conditions, materials and mixture proportions, and cracking behavior were known [63]. With respect to thermal cracking, cracking risk can be categorized into one of several levels [65]:

\[
\begin{align*}
\gamma_{cr} & \geq 1.75 : \text{cracking prevented} \\
\gamma_{cr} & \geq 1.45 : \text{number of cracks controlled} \\
\gamma_{cr} & \geq 1.00 : \text{cracks allowed, but crack width controlled}
\end{align*}
\]

(2.4)

$I_{cr} = 1.85$ (or, equivalently, $\eta = 0.54$) corresponds to a 5% probability of cracking in mass concrete applications. With appropriate data and calibration, this concept could be applied more generally to early-age cracking of structural concrete.

The presence of reinforcing steel is not considered in the cracking risk assessment. However, the amount of reinforcement does affect the openings of cracks. Crack opening can be related to $\gamma_{cr}$ and reinforcement ratio [63], again for the case of thermal cracking of mass concrete.
When evaluating the cracking potential of a concrete mixture, the information needed for this form of stress-strain comparison is often not available. The potential for cracking due to thermal effects has traditionally been assessed in terms of allowable temperature differentials. However, experience with this index has shown that it only offers a crude approximation of cracking potential [26].

For general applications, free shrinkage testing is arguably the simplest indicator of cracking potential. A conservative estimate of cracking potential can be based on net shrinkage strain $\epsilon_{\text{max}}$, determined by differencing the peak expansion and contraction strains after concrete setting. This is illustrated in Fig. 2.8, which is based on experimental results of Cusson [38]. The actual strain producing tensile stress, $\epsilon_t$, is unknown from this type of test.

Finally, early-age cracking is influenced not only by concrete strength, but also by its tensile strain capacity. Tensile strain capacity is initially larger, but reduces over the first 0.5 days after mixing to a minimum value (Fig. 2.9), and remains at about 100 microstrain thereafter. This critical stage with respect to plastic shrinkage cracking includes the setting time and early hardening. Minimum strain capacity, and the time at which it occurs (approximately 5 to 10 h after casting), is influenced by mixture design [109]. Thereafter, strain at peak stress increases for a short period of time. The reported values for strain capacity exhibit large variation and depend strongly on experimental factors (e.g., loading rate), such that stress criteria are thought to be a more reliable indicator of cracking potential [58, 109]. From 1 day onward, the strain capacity exhibits relatively less variation and is
Figure 2.8: Tensile strain and stress development in restrained concrete (adapted from Cusson [38])

Figure 2.9: Dependence of tensile strain capacity on time after mixing (adapted from Roziere et al. [109])
about 100μm/m.

2.1.5 Structural configuration

Restraint conditions

With respect to bridge decks, crack patterns often vary with location along the span length(s). This suggests that restraint conditions influence deck cracking. Restraint is provided by the supporting girders, internal diaphragms, and possibly integration of the deck with abutments at the span ends. Local to such end restraints, finely spaced longitudinal cracking has been observed, whereas lateral cracking is predominant elsewhere particularly near the intermediate supports, which are negative moment regions [39]. Simply-supported spans have tended to exhibit lesser amounts of cracking, relative to spans that are continuous over supports.

Cracking is often transverse to the longitudinal direction of the bridge and spaced over portions of the deck [70]. Often, such transverse cracking is over, or runs parallel to, reinforcing bars in the top layer of reinforcement.

Reinforcing steel

Plastic settlement over reinforcing steel introduces tension in the fresh concrete above the bar, which may cause cracking. This is an important concern in deep members, due to large plastic settlements, or when the concrete mixture itself is especially prone to settlement.

The amount of drying shrinkage of reinforced concrete is about 200 to 300 μm/m, which is about one-third of that of a comparable mass of plain
concrete without reinforcement [32]. The thermal coefficient of reinforcing steel is $12 \times 10^{-6}/^\circ \text{C}$, which is similar to that of ordinary concrete. Steel bars therefore do not promote or restrain concrete volume changes due to thermal effects, except possibly at very early ages when the thermal coefficient of concrete can be much larger.

Reinforcing steel also serves to control the openings of cracks. However, the control of crack opening is typically not as effective as that of short-fiber reinforcement distributed throughout the concrete volume [89].

### 2.2 Strategies for reducing early-age cracking

A variety of strategies have proven to be effective in reducing early-age cracking, used individually or in combination. Several of these strategies are summarized.

#### 2.2.1 Concrete mixture design

Cracking potential can be reduced through concrete mixture design. Design recommendations and specific procedures have been published [34, 85]. Typical features of such recommendations and procedures include:

- Limiting the cement content of the concrete. An upper limit of 320 kg/m$^3$ has been recommended [40].

- Control of aggregate amount, size, and gradation. Increasing the aggregate to cementitious materials ratio decreases shrinkage. Increasing the maximum size of the coarse aggregates reduces shrinkage;

- Selection of aggregates with lower coefficient of thermal expansion;

- Controlling the amount, size, and gradation of the cementitious particles. Higher cementitious materials contents lead to increased heat of hydration and increased shrinkage, since the amount of paste is greater.

- Controlling the water-to-cement ratio. Lowering $w/c$ reduces drying shrinkage, although for $w/c$ less than about 0.4 autogenous shrinkage becomes significant. Ratios of 0.42 to 0.45 have been preferred for bridge deck applications.
• Controlling air content. Occurrence of cracking is significantly reduced when air contents are 6.5% or more [40]. It is thought that air content improves workability without increasing shrinkage.

• Limiting concrete strength. Although strength is influenced by many factors, there is a correlation between strength (measured by laboratory cured specimens) and deck cracking. Decks made with concrete of nominal strengths of 6500 psi exhibited about three times as much cracking as decks made with 4500 psi concrete [40].

• Limiting concrete slump. High slump promotes cracking due to settlement over reinforcing bars. Settlement cracking can be reduced by decreasing slump, increasing clearance above bars, and the use of polypropylene fibers.

2.2.2 Conventional and enhanced water curing

Conventional curing typically involves the application of a curing compound to the finished concrete surface, preferably just before its moisture sheen disappears. Although there are many formulations of curing compound, they all provide a thin membrane that reduces moisture exchange between the concrete and the environment. Light colored compounds have the additional benefit of increasing the reflectivity of the cast surface and therefore reducing solar heating of the concrete.

According to Caltrans specifications, highway bridge decks shall be cured by application of curing compound and water curing for a period of at least 7 days [32, 33]. To facilitate water curing, the specifications allow for placement of a curing medium, consisting of white opaque polyethylene sheeting extruded onto burlap, over the deck. Since this sheeting does not completely prevent evaporation of water, the fabric should be periodically rewetted to maintain the water cure. Similar requirements are specified by other transportation agencies.

As an alternative to the use of curing compound or sheeting, misting has proven to be an effective means for preventing early-age cracking. Slowik et al. [121] identified the air entry value as being critical in the formation of plastic shrinkage cracking. Misting is applied when the vapor pressure, close to the concrete surface, approaches a critical value associated with air entry (i.e., the formation of a plastic shrinkage crack).
As a supplement to conventional water curing, internal curing via pre-soaked lightweight aggregate (LWA) has proven to be effective in reducing the autogenous shrinkage of concretes, especially those with high cement contents and low water-to-cementitious materials ratios [38]. The LWA is typically introduced as partial replacement of regular fine aggregate. Internally cured concretes are less sensitive to variations in external curing practice or unfavorable environmental conditions. The degree of effectiveness depends on cementitious materials composition [38]. In some studies, the introduction of LWA did not reduce 28-day compressive strength, but rather increased it (e.g., by 20% [38]) by providing water to needy hydration sites.

2.2.3 Control of thermal history

Thermal cracking is thought to depend on the temperature difference between the hydrating concrete and supporting elements (e.g., concrete girders). In particular, the maximum temperature difference in the first 10 h, or so, after casting should be controlled. A maximum difference of 14°C has been recommended [40]. Temperature differences can be controlled by reducing the temperature of the cast concrete, reducing cement content, accounting for anticipated heat input from solar radiation and ambient temperatures. Lower concrete temperatures also reduce the evaporation rate, which is the driver of plastic shrinkage.

Neithalath et al. [2] have shown that micro-encapsulated phase change materials (PCMs) can reduce concrete temperature rise due to heat of hydration and also reduce the diurnal temperature variations of mature concrete. The PCMs have been added as a partial replacement of cement or fine aggregate, at replacement rates of 1.25% to 5% of the total volume of concrete. At such replacement rates, strength development was not compromised. The phase transition temperature can be tuned to climate of application. For example, based on simulated conditions, Neithalath et al. [2] found that phase transition temperatures of 24 and 35°C were effective for year-round reduction in pavement temperature for Phoenix, AZ, whereas a 24°C phase transition temperature is more suitable for the cooler, wetter climate of San Francisco, CA.
2.2.4 Control of concrete volumetric stability

Shrinkage reducing admixtures

Shrinkage reducing admixture (SRA) reduces the surface tension of the pore fluid, which acts to reduce drying shrinkage of cement-based materials in the fresh or hardened state [22, 113]. SRA dosages of a few percent (by mass of cement) can reduce the surface tension of the pore solution by a factor of 2 [24]. SRA additions have been successful in controlling drying shrinkage and cracking in concrete bridge decks [81].

Studies have found that the drying front in SRA concrete is more pronounced from the surface inward, rather than more uniformly with depth. This, in turn, reduced the evaporation rate. Moreover, SRA addition reduces settlement and capillary tension. All of these effects combine to lower the shrinkage cracking potential of the topmost layer of mortar studied [80].

SRA increases viscosity of the pore solution, which may affect moisture transport. For ultra-high-performance fiber reinforced concrete, Yoo et al. [138] found that increased dosage of SRA reduced mass loss and the maximum rate of evaporation, thus reducing the potential for plastic shrinkage cracking. Increasing cover and SRA dosage both decreased maximum crack width. Initial and final setting time were delayed with increasing dosage of SRA.

Expansive cement

Shrinkage compensating cements expand during the early stages of hydration. If such expansion is restrained, compressive stresses develop, which serve to offset the effects of contractions due to drying shrinkage. The abilities of shrinkage compensating cements to reduce bridge deck cracking are unproven [32].

2.2.5 Fiber reinforcement and other reinforcement

Fiber reinforcement acts to restrict shrinkage and swelling, but does not prevent such volume instabilities. Fiber additions are thought to enhance the transport of water while concrete is in the plastic state [133]. This helps maintain bleeding rate when plastic shrinkage cracking due to surface drying is a concern. Polypropylene fibers have been found to reduce cracking
associated with plastic settlement over reinforcing bars [124]. Control of plastic shrinkage cracking through additions of polypropylene or glass fibers is discussed further in Appendix D.2.

2.3 Summary

Knowledge of early-age cracking has been gained primarily through laboratory testing, often using small-scale specimens, and through the monitoring of field performance. Laboratory testing allows for the examination of multiple specimens under controlled conditions, but it only approximates the circumstances of concrete bridge decks. In particular, laboratory testing might not adequately account for the restraint mechanisms and volumetric instabilities associated with actual structural and environmental boundary conditions. On the other hand, data from the monitoring of field performance are scarce and typically provide an incomplete picture of the reasons for good or poor performance. Furthermore, the consequences of variations in material composition, construction processes, and environmental conditions are difficult to anticipate without appropriate models. It is imperative to assess the robustness of design procedures with respect to such uncertainties.

The discussions in this section serve to illustrate the complexity of assessing early-age cracking potential and the opportunities for learning through model-based simulation. The comparison of restraint stress and strength development relies on the robustness and accuracy of the computational model. The model should resolve the spatial distributions of temperature, relative humidity, and displacement within the aging concrete, as well as account for the development of material properties at early ages. The model developed in this project meets these criteria, as demonstrated by the validation exercises presented later in this report.
Chapter 3

Modeling framework

Simple lattice modes are used to represent concrete behavior at early ages; alternative approaches (e.g., those based on finite element technology [51, 46]) might serve the project needs equally well. As an essential feature, property development depends on a modeling of cementitious materials hydration. This section overviews program structure, the modeling of cementitious materials hydration, and the modules for coupled thermal-hygral-mechanical analyses. Details regarding these program features are given in Appendices A and B.

3.1 Program structure

The analysis of early-age behavior interrelates several complex processes and contributing factors. To handle such complexity, existing code was rewritten using the module-based programming features of Fortran 95. Separate modules were developed to simulate (and couple) the temperature, relative humidity, and displacement fields, which are relevant to the early-age cracking assessment.

These respective modules hold the thermal, hygral, and mechanical analysis routines that are called within a conventional time-stepping procedure, as indicated in Fig. 3.1. The outer DO loop sets the parameters (e.g., time step size dt) for each time sequence; the inner DO loop increments the time. A user-input array iatype defines the type of analysis:

- \{1 0 0\} : thermal analysis
- \{0 1 0\} : hygral analysis
- \{0 0 1\} : structural analysis
Figure 3.1: Analysis framework based on module-based programming

- \{1 1 1\}: coupled thermal-hygral-structural analysis

The \{1 0 1\}, \{1 1 0\}, and \{0 1 1\} combinations are also possible.

The analyses of concrete early-age behavior are based on lattice models. The lattice topology is defined by the Delaunay tessellation of a set of randomly placed nodes (Fig. 3.2); the dual Voronoi tessellation defines element properties [28]. The three relevant fields (i.e., temperature, relative humidity, and displacement) are represented at the nodal points of the lattice. With respect to temperature and relative humidity analyses, the lattice elements may be viewed as conduits that transport heat or moisture between each \(i - j\) pair of nodes [28]. With respect to the structural analyses, the lattice elements are based on the rigid-body-spring concept [29, 68] and are akin to conventional frame elements. Commencement of the analysis (\(t = 0\)) starts with the mixing of the concrete, or earlier to establish the thermal and hygral conditions of the supporting structures.

Within time step \(n\) of the thermal-hygral-structural analyses, the incremental changes in temperature, \(\Delta T\), and humidity, \(\Delta H\), are calculated. Thermal and hygral strain increments are determined and then introduced into the structural analysis, as shown in Fig. 3.1.
3.2 Cementitious materials hydration

Herein, we use a versatile model of heat of hydration of cementitious materials [104, 115], which is described in Appendix A. The hydration model accounts for the chemical composition and proportioning of the cementitious materials. The hydration of multi-species blends can be simulated, in contrast to the previous study that was limited to portland cement hydration [132]. The heat of hydration is used to determine the degree of reaction, which is used to guide the development of properties relevant to early-age cracking, including stiffness, strength, and tendency for creep.

As shown in Fig. 3.3, the lattice model simulations of an adiabatic calorimetry test provide time versus temperature curves in agreement with expectations. A dormant period follows the mixing of the cementitious materials, which can be shortened or lengthened by the addition of accelerating or retarding admixtures, respectively. Temperature within the domain increases uniformly (i.e., all nodal points have the same temperature value), asymptotically approaching an ultimate value.
3.3 Primary analysis modules

3.3.1 Thermal analysis

The governing equation for thermal analysis and handling of the associated boundary conditions are described in Appendix B.1. The equation includes a source term, which accounts for the heat produced by cementitious materials hydration.

3.3.2 Hygral analysis

The routines used for modeling moisture diffusion and drying from exposed surfaces [18, 28] are analogous to those for thermal analysis. Rather than including a source term associated with heat of hydration, however, the equations for hygral analysis include a sink term to account for water consumption by the hydration process. The governing equation for hygral analysis and handling of the associated boundary conditions are described in Appendix B.2.
3.3.3 Structural analysis

A lattice element is defined by two neighboring nodes, $i$ and $j$, and their common Voronoi facet (Fig. 3.4). The element stiffness relations are based on a zero-size spring set, located at the area centroid (point $C$) of the Voronoi facet, and connected to the element nodes via rigid-arm constraints. Details regarding the element formulation are given in Appendix B.3.

In this project, the uniaxial springs of the rigid-body-spring network have been replaced with the series construct shown in Fig. 3.5. In this way, the structural elements not only respond to instantaneous mechanical loading, but also to sustained loading. Furthermore, the series construct allows for representation of temperature and hygral effects on the mechanical response.

Concrete structures are susceptible to additional deformation over time as a result of sustained loads, or creep. However, due to the ongoing changes in the concrete micro-structure, creep is reduced for a given load duration when concrete is loaded at a later age. This phenomena, known as the aging affect, can be modeled using the solidification and microprestress theories [16, 46]. Implementation of these theories assumes that the total creep strain rate is the sum of the viscoelastic and viscous strain rates. Further details regarding the theory and formulation are given in Appendix B.3.2
Figure 3.5: Series construction of total strain components
Chapter 4

Early-age cracking potential of concrete bridge decks: 2D modeling

As part of a recent Caltrans sponsored project [132], the early-age behavior of concrete bridge decks was studied through their instrumentation and data acquisition for a period of time after concrete casting. These decks were integral components of post-tensioned, box girder structures. A typical cross-section of the Markham Ravine Bridge, which is simulated herein, is shown in Fig. 4.1. An aerial view of the Markham Ravine Bridge is given in Fig. 4.2.

The bridge was instrumented at several locations, including two locations within the deck: midspan between the girder lines and over one of the girder lines. Each instrument packet included three thermocouples, three strain gages and two relative humidity sensors (Table 4.1). Data provided by the instrument packets was recorded for 17 days from the time of casting. A weather station, set up on site, also recorded ambient temperature, relative humidity, and local wind speed.

The deck of the Markham Ravine Bridge was cast on April 14, 2010 [132]. Water was applied to the formwork about 30 minutes prior to casting. Concrete placement began at 7 am and advanced past the sensor locations at 10:30 am. Placement over the entire bridge length of two 36 m (120 ft) spans was completed by about 12 pm. Curing compound was applied to the finished deck about 1 h after casting. A combination of burlap and plastic sheeting (Transgard 4000) was used to cover the bridge deck at about 6 h after concrete placement; the sheeting was removed after approximately 8
Figure 4.1: Cross-section view of Markham Ravine Bridge deck

Figure 4.2: Aerial view of Markham Ravine Bridge deck (image acquired from Google Maps)
sensor type & midspan & girder & depth (mm)* \\
--- & --- & --- & --- \\
thermocouple & TC1 & TC4 & 25 \\
thermocouple & TC2 & TC5 & 101 \\
thermocouple & TC3 & TC6 & 177 \\
strain gage & SG1 & SG4 & 25 \\
strain gage & SG2 & SG5 & 101 \\
strain gage & SG3 & SG6 & 177 \\
RH sensor & RH1 & RH3 & 25 \\
RH sensor & RH2 & RH4 & 177 \\

*depth measured from the upper surface of the deck.

Table 4.1: Designations and locations of deck-embedded sensors

days. Periodic inspections were made for deck cracking. Plastic shrinkage cracking was observed prior to placement of the curing sheets.

The project included a materials testing component to determine the strength and shrinkage properties of the deck concrete. Along with the recorded deck temperatures, the strength and shrinkage measurements are used to validate and calibrate the numerical model.

### 4.1 Model definition

Discretization of the bridge deck/girder system is shown in Fig. 4.3. Nodes are placed at the thermocouple locations, as indicated in the figure, so that direct comparisons can be made between the simulated and measured temperatures. Concrete forming the soffit and girder stems is assumed to be mature. Simulation of cementitious materials hydration is limited to the freshly cast deck.

Inputs to the hydration model, described in Appendix A, are indicated in Fig. 4.4. Whereas the computational framework is three-dimensional, the simulations presented in this section are for planar characterizations of the structure. The restraint provided by reinforcing steel reduces the free shrinkage of concrete, but the modeling of this effect in a planar analysis framework is not straightforward. Reinforcing bars are not included in the 2D model; within planned future work, bars will be included in the 3D model presented in section 5. Model inputs and boundary conditions for the thermal, hygral, and mechanical analyses are described in the following subsections.
Figure 4.3: Lattice representation of symmetric portion of Markham Ravine Bridge deck. The locations of thermocouples TC1, TC2, TC3 (midspan) and TC4, TC5, TC6 (over girder stem) are indicated. Dimensions are in meters.

<table>
<thead>
<tr>
<th>portland cement composition*</th>
<th>mixture composition</th>
</tr>
</thead>
<tbody>
<tr>
<td>$C_3S$</td>
<td>OPC</td>
</tr>
<tr>
<td>62%</td>
<td>75%</td>
</tr>
<tr>
<td>$C_2S$</td>
<td>fly ash</td>
</tr>
<tr>
<td>13%</td>
<td>25%</td>
</tr>
<tr>
<td>$C_3A$</td>
<td>slag</td>
</tr>
<tr>
<td>5%</td>
<td>0%</td>
</tr>
<tr>
<td>$C_4AF$</td>
<td>silica fume</td>
</tr>
<tr>
<td>12%</td>
<td>0%</td>
</tr>
<tr>
<td>MgO</td>
<td>cm content</td>
</tr>
<tr>
<td>1.6%</td>
<td>401 kg/m$^3$</td>
</tr>
<tr>
<td>$SO_3$</td>
<td>retarder</td>
</tr>
<tr>
<td>2.7%</td>
<td>0%</td>
</tr>
<tr>
<td>$(Na_2O)_{eq}$</td>
<td>accelerator</td>
</tr>
<tr>
<td>0.31%</td>
<td>0%</td>
</tr>
<tr>
<td>Blaine</td>
<td>w/cm</td>
</tr>
<tr>
<td>401 m$^2$/kg</td>
<td>0.42</td>
</tr>
</tbody>
</table>

*based on laboratory testing

Figure 4.4: Input parameters for hydration model
4.1.1 Thermal analysis inputs

The initial temperature of the simulated cast concrete was set to its measured value at the time of casting (19.5°C). The initial temperature of the simulated mature concrete was set to the value measured by thermocouple TC7, located within one of the girder stems, at the time of casting (14.9°C).

Figure 4.5 shows typical measured solar radiation intensities for clear and overcast days for the geographic proximity and time of the year when casting occurred [92]. Along with an additional profile, representing broken cloud cover, these intensity plots are used as templates for the daily solar radiation input to the model over the 17-day measurement period.
The influence of the Transgard 4000 thermal/curing sheets, which were placed on the deck surface, is one point of interest. Placement of this curing medium modifies the various forms of thermal energy exchange with the environment. The modifications are represented by

\[
q'_{\text{conv}} = \eta_1 q_{\text{conv}} \\
q'_{\text{sun}} = \eta_2 q_{\text{sun}} \quad \text{for } 0.25 \leq t \leq 9 \text{ days} \\
q'_{\text{sky}} = \eta_3 q_{\text{sky}}
\]

in which \(q_{\text{conv}}, q_{\text{sun}},\) and \(q_{\text{sky}}\) are the heat fluxes associated with convection, solar radiation, and grey body radiation, respectively, for the case when the sheeting is absent; \(\eta_1, \eta_2,\) and \(\eta_3\) are reduction factors corresponding to each respective form of energy exchange.

The value for \(\eta_1\) is determined as follows. In an experimental study, Lee et al. [74] found that blankets composed of fabric and plastic sheeting reduce the convective heat transfer coefficient by several fold. The reduction in the coefficient depends on wind speed and age of the concrete. For the case of no wind velocity, as shown in Fig. 4.6, use of such curing media reduces the convective coefficient by a factor of about 5. Similar reductions were measured for differing wind velocities. Based on these observations, \(\eta_1\) has been set to 0.2, which roughly represents the reduction in thermal convection for concretes beyond 1 day of age. The larger degrees of convective heat transfer at early ages are partly due to evaporation of water in the experiments, which was partially prevented by the application of curing compound on the bridge decks.

The values of \(\eta_2\) and \(\eta_3\) are determined as follows. The product sheet for Transgard 4000 indicates a light reflectivity of 0.85, which is equivalent to an absorptivity of 0.15. The reflectance values of ordinary portland cement concrete range from about 0.34 to 0.48 [83], for which the mean value is equivalent to an absorptivity 0.59. A similar range of reflectivity values has been reported by another study, which also notes dependences of reflectivity on concrete composition, moisture content and age [77]. Comparing absorptivity values,

\[
\eta_2 = \frac{0.15}{0.59} = 0.25
\]

A slightly smaller value of \(\eta_2 = 0.23\) was used, since it provided better agreements with the measured temperature values. For lack of information on the insulating effects of the blanket with respect to grey body radiation, the same value was assumed for the other reduction coefficient (i.e., \(\eta_3 = 0.23\)).
Figure 4.6: Influence of curing media on thermal convection coefficient of concrete (data values taken from Lee et al. [74] for $v = 0 \text{ m/s}$).

Based on a series model [51], a modified value for $\Lambda_T$ was utilized to account for the presence of 1/2" (12.7 mm) plywood formwork along the lower face of the fresh concrete. The thermal conductivity of plywood was assumed to be 0.12 W/(m·K) [90]. A zero-flux condition was enforced across the plane of symmetry ($z = 0$).

The coefficient of thermal expansion (CTE) of hardened samples, taken from the deck concrete, was determined to be $\beta_T = 8.63 \times 10^{-6}$ [132]. This value was used for the model calculations, except for the fresh concrete for which a higher CTE value used. In the fresh state and just beyond setting, the CTE value depends on degree of hydration as described in Section B.1.

### 4.1.2 Hygral analysis inputs

The ultimate value of relative humidity, associated with self-desiccation, was assumed to be $h_{su} = 0.9$ with $s = 3$ governing the rate of self-desiccation according to Eq. B.10. The assumed value of $h_{su}$ is relatively large, but not unreasonable for the $w/b$ ($= 0.42$) of the deck concrete. The parameter values expressing hygral diffusivity, according to Eqs. B.11 and B.13, are: $\bar{D}_0 = 0.017 \text{ mm}^2/\text{h}$; $\bar{D}_1 = 9 \text{ mm}^2/\text{h}$, and $n = 5$. 
Figure 4.7: Temperature variation within the Markham Ravine Bridge deck: a) mid-deck at location TC2; b) solar radiation profiles selected for each day; and above girder stem at location TC5.
The concrete surfaces bounded by plywood formwork are assumed to be sealed (i.e., no moisture exchange occurs between the concrete and plywood formwork.) This approximation follows from the wetting of the plywood surfaces prior to concrete casting. While the curing sheets are in place (0.25 d ≤ t ≤ 9 d), along with periodic wetting, no moisture is exchanged between the upper surface of the concrete deck and the environment. Otherwise, the exposed surface exchanges moisture with the environment according to Eq. B.14, using \( \Lambda_h = 0.25 \text{mm/h} \). Soon after finishing of the cast concrete, a light-colored membrane curing compound was sprayed on the deck surface.

Based on efficiency values of moisture retention measured elsewhere [52], this membrane is assumed to reduce convective transport across the surface by a factor of 2 (i.e., \( q_h' = 0.5 \, q_h \)). The hygral shrinkage coefficient \( \beta_h = 0.0030 \) was calibrated with experimental measurements given in Section 4.2. A zero-flux condition was enforced across the plane of symmetry (\( z = 0 \)).

### 4.1.3 Mechanical analysis inputs

The parameters for the solidification and microprestress modeling of concrete behavior are presented in Table 4.3. The creep parameter values were set according to the B4 model [106], based on the actual mixture composition. We did not distinguish between tensile creep, of interest herein, and compressive creep (even though tensile creep may be much larger than compressive creep for the same levels of applied stress [54].)

Table 4.3: Parameter values associated with creep and stiffness development

<table>
<thead>
<tr>
<th>Parameter</th>
<th>value*</th>
</tr>
</thead>
<tbody>
<tr>
<td>( q_1 )</td>
<td>( 29.0 \times 10^{-6} \text{MPa} )</td>
</tr>
<tr>
<td>( q_2 )</td>
<td>( 69.9 \times 10^{-6} \text{MPa} )</td>
</tr>
<tr>
<td>( q_4 )</td>
<td>( 5.50 \times 10^{-6} \text{MPa} )</td>
</tr>
<tr>
<td>( n_\alpha )</td>
<td>2.2</td>
</tr>
<tr>
<td>( \kappa_0 )</td>
<td>( 0.01/(\text{MPa} \cdot \text{d}) )</td>
</tr>
<tr>
<td>( \kappa_1 )</td>
<td>( 5 \text{MPa/K} )</td>
</tr>
</tbody>
</table>

* \( q_1 \), \( q_2 \), and \( q_4 \) values are based on the B4 model [106] for \( E_{28} = 24.1 \text{GPa} \); \( w/c = 0.42 ; a/c = 6.13 \); and 25% replacement of normal cement with fly ash.

All stresses originate from thermal and hygral strains.Externally applied
loads (e.g. due to construction activities) were not considered at this stage of the analysis. A zero-displacement condition was enforced across the plane of symmetry \((z = 0)\), along with a single support along that plane to prevent rigid-body motion in the vertical direction.

### 4.2 Simulation results

The temperature history of the bridge deck was simulated, along with the strength and shrinkage of laboratory specimens cast on-site. These exercises, based mainly on quantities measured on-site or taken from the literature, help to validate the model prior to its use for parametric study in the next section.

#### 4.2.1 Deck temperature simulations

The simulated temperature histories are compared with the field measurements in Fig. 4.7, for the case of thermocouples TC2 and TC5 located within the mid-deck region and above the girder stem, respectively. The recorded ambient temperature history is also plotted in the figures. Comparisons with the entire set of deck thermocouple readings are presented in Fig. 4.8. Figure 4.9 shows simulated temperatures for TC7, located in the girder stem, in comparison with the measured values. Several comments can be made.

- The influence of environmental factors is evident from the oscillatory behavior of the temperature history recorded by each thermocouple. After the first day, locations closer to the surface exhibit larger temperature swings, whereas deeper locations are less affected by environmental changes. This meets expectations.

- Peak temperatures occur at about 10 h after concrete casting. Figure 4.10 shows the distribution of temperature at that time. The lower temperatures over the supporting girders are due to conduction of heat toward the cooler substrate concrete. Conversely, the insulative properties of the plywood formwork give rise to higher temperatures between the supporting girders. These temperatures are significantly higher than the ambient temperature. With time, particularly over the first 3 days, the differences between the ambient and measured deck temperatures diminish.
Figure 4.8: Measured and simulated temperatures at deck thermocouple locations
Figure 4.9: Measured and simulated temperatures at TC7 thermocouple location

Figure 4.10: Simulated iso-contours of temperature (in °C) at $t = 10\text{h}$
Figure 4.11: Influence of curing blanket placement on simulated deck temperatures.

- Diurnal variations in deck temperature increase upon removal of the curing blanket. This point is reinforced by comparing deck temperatures with and without the blanket in place, as shown in Fig. 4.11 for TC5. In particular, the influence of solar heating is accentuated after removal of the blanket. The effects at other thermocouple locations are similar. Furthermore, the temperature gradient through the deck thickness tends to increase upon removal of the curing blanket (Fig. 4.8). The implications of the larger thermal gradients are discussed later.

- Temperatures inside the box girder cells were not measured and therefore had to be simulated to apply temperature boundary conditions along the cell walls. It was assumed that temperatures within each cell were a weighted combination of the cell wall temperatures. In that sense, the ambient (outside) conditions influence the cell temperature via heat conduction through the walls. The two simulation cases in Fig. 4.9 differ only in relative weighting of each wall temperature, with case 1 placing a larger weight on the upper cell wall. There are several possible reasons for not capturing the first temperature peak at $t \approx 10$ h. For one, the start of the simulation ($t = 0$) should begin at a sufficiently long time before casting so that initial, nonuniform temperature conditions at the time of casting can be better represented.
4.2.2 Determination of degree of hydration at final set

The degree of hydration at concrete setting, $\alpha_0$, is required for the strength development model expressed by Eq. B.22. Within the test program associated with the Markham Ravine Bridge deck concrete, penetration resistance was measured according to ASTM C403 [10] to determine initial and final setting times, $t_{is}$ and $t_{fs}$, respectively. As per standard, mortar was extracted from the deck concrete and subjected to penetration testing. The results are shown in Fig. 4.12, in which $\sigma_p$ is the measured penetration resistance and $\sigma_{fs}$ is the penetration resistance associated with final set. The prescribed resistance levels associated with initial and final set are 3.5 MPa (500 psi) and 27.6 MPa (4000 psi), respectively. The initial and final set times ($t_{is} = 4.9 \text{ h}$ and $t_{fs} = 6.33 \text{ h}$) are determined by the intersections of these respective stress levels with the resistance curve.

To determine the degrees of hydration at initial and final set, a volume of mortar was simulated using the measured initial temperature of the mortar (18.89°C) and ambient temperature (21.1°C). For the thermal calculations, the coarse aggregates were removed within the hydration routine and in the calculation of specific heat capacity. The simulated degrees of hydration are plotted in Fig. 4.12. The degrees of hydration associated with $t_{is}$ and $t_{fs}$ are $\alpha_{0i} = 0.085$ and $\alpha_0 = 0.13$, respectively. Some studies suggest the development of the mechanical threshold of hardening concrete begins rather close to the time of initial setting [58]. Other sources use the point of final set to define the mechanical threshold [85, 109]. The $\alpha_0$ value is used for strength development in the bridge deck simulations that follow.

4.2.3 Strength simulations

Concrete cylinder specimens were cast on site and kept local to the bridge deck for 7 days, prior to laboratory storage and measurement of splitting tensile strength. Strength development was simulated using Eq. B.22, with $\alpha_0 = 0.13$, and the same lattice model adopted for the creep test simulations (Fig. C.1). Ambient temperature for the modeling exercise was constant and set equal to the average recorded temperature over the curing period. Figure 4.13a compares simulated strength development with the measured values, where the 28-day splitting tensile strength is used as a normalizing factor.
4.2.4 Shrinkage simulations

For measuring the drying shrinkage properties of the concrete mixture, prisms were cast on-site and transferred to the laboratory within 24 h, after which they were kept in a moist condition until exposure to a drying environment at $t = 7$ days. Testing was done according to ASTM C157, except for the 7 days of moist pre-conditioning according to Caltrans recommendations. The measured and simulated shrinkage strains are compared in Fig. 4.13b. Initial swelling of the prisms was simulated by prescribing $h = 0.97$ as an initial condition prior to moist curing at 1 day. As seen in the examples of autogenous and drying shrinkage (Appendix C.3), the shape of the simulated shrinkage curve does not conform to that of the experimental curve: the simulated rate of shrinkage over the first several days is lower. This could be remedied by increasing hygral diffusivity and/or the shrinkage coefficient, but the ultimate shrinkage strain would then be overestimated. It appears that the effects of microcracking need to be incorporated into the analyses.
Figure 4.13: Property development in on-site cast and simulated specimens: a) splitting tensile strength; and b) shrinkage strain.
Figure 4.14: Simulated stresses at mid-deck location when the curing media is absent: a) thermal stress component; b) hygral stress component (*recorded daily rainfall, in mm, at the Carmichael 0.9 S meteorological station); and c) total stress.
4.3 Parametric study

Through the preceding examples, basic workings of the thermal, hygral, and mechanical components of the model have been validated. The model is now used to assess the early-age cracking potential of the Markham Ravine Bridge. In particular, the relative importances of thermal and hygral contributions to cracking potential are evaluated for several design factors: 1) the use of curing media; 2) degree of restraint against deck movement; and 3) cementitious materials composition. Cracking of the concrete is not simulated, except for the analysis results presented near the end of Section 4.3.2. The scope of this exercise is limited to planar analyses of the bridge deck using the lattice model shown in Fig. 4.3. The implications of this simplification of the bridge deck configuration and boundary conditions are discussed later. For all analyses in this section, \( t = 0 \) corresponds to the time of concrete casting at the sensor group locations (10:30 am on April 14, 2010.)

4.3.1 Curing protocol

Curing media absent

As noted above, curing compound and polymer/fabric sheets were applied on the concrete deck as part of the curing protocol. Concrete stresses at the mid-deck location, normalized by the 28-day tensile strength, are plotted in Fig. 4.14 for the case when these curing media are absent. To compare the thermal and hygral stress contributions with their sum, the \( z \)-component (Fig. 4.3) of the stress tensor has been evaluated at the TC1 and TC3 thermocouple locations. These \( \sigma_Z \) values are roughly equal to the principle tensile stress values at the same locations. The hygral and thermal contributions to total stress are isolated by setting \( \beta_T = 0 \) and \( \Lambda_h = 0 \), respectively. For comparison, the evolution of tensile strength at the TC1 location is also plotted in the figure.

As expected, exposure to the drying environment produces tension near the deck surface, due to the hygral gradient in the \( y \)-direction (Fig. 4.14a). Location TC3 is in compression, as is much of the depth of the deck, to equilibriate the surface tension. The oscillatory nature of these stress curves is due to diurnal variations in ambient relative humidity: relative humidity climbs at night due to decreasing temperature such that moisture intake and swelling occurs near the upper surface of the deck. The large drops in
stress magnitudes beginning at about \( t = 6 \) and 13 days are due to rainfall events. The rainfall amounts indicated in the figure were recorded at the Carmichael 0.9 S meteorological station, located about 30 km south of the bridge construction site. Rainfall was not modeled directly, but rather captured through the recorded relative humidity boundary condition. Sustained, large relative humidity values were measured on-site during most of those rain dates. Based on simulated field testing of concrete, Asamoto et al. [5] have found that shrinkage of concrete is significantly reduced by rainfall and that continuous rainy days have such influence even if the amount of precipitation is small.

Fig. 4.14b plots the stresses associated with thermal effects. During daytime heating, the upper surface of the deck expands relative to the lower surface, producing compression at the TC1 location and tension at the TC3 location. This tendency is reversed during nighttime cooling. For either case, the tensile stresses are significantly smaller than those produced by hygral loading. For both the hygral and thermal loading cases, stress variations over the girder stem (at TC4 and TC6) are qualitatively similar, but slightly smaller in magnitude.

Tensile strength of the concrete at the TC1 location, as determined from the degree of cementitious material reaction (Eq. B.22), is indicated in each plot within Fig. 4.14. The rate of early strength gain is high, relative to the curve used for calibration (Fig. 4.13), due to the higher deck temperatures associated with heat of hydration. The evolution of tensile strength, scaled by a reduction factor of 0.7 (as discussed in Section B.3.1), is also indicated in Fig. 4.14c. The tensile stresses in Days 2, 3, and 4 cross over this curve, which suggests the occurrence of cracking.

Curing media utilized

While in place during the 0.25 \( \leq t \leq 9 \) days interval, the curing sheets act to significantly reduce both the hygral and thermal stresses, as shown in Fig. 4.15. Upon removal of the blanket, however, sudden drying of the deck surface from the nearly saturated state causes high tensile stresses. For this case, as well, the tensile stress values cross over the scaled tensile strength curve indicating the likelihood of cracking.

Knowing the stress state and tensile strength at each nodal location, we can plot maps of cracking potential (i.e., \( \sigma_1/f \), where \( \sigma_1 \) is principle tensile stress and \( f \) is the current tensile strength value at that location) over the
Figure 4.15: Simulated stresses at mid-deck location when the curing media is present during $0.25 \leq t \leq 9$ days: a) thermal stress component; b) hygral stress component; and c) total stress.

Figure 4.16: Spatial maps of cracking potential at $t = 11.42$ days (8 pm on day 11) for the case where the curing sheets were removed at $t = 9$ days: a) thermal stress component; b) total stress.
computational domain. Figure 4.16 provides such plots for the thermal stress contributor and total stress at $t = 11.42$ days (9 pm on April 14), which is near the time of maximum $\sigma_1/f$ for the TC1 location. To highlight thermal stresses, different scales are used for each plot. The highly stressed region extends about 40 mm (or 1/5 of the deck thickness) from the drying surface. Similarly steep stress gradients have been found near the surface of concrete pavements [56] and bridge decks [123]. Cracking would tend to relieve stress along the drying surface and, due to the sharp gradient in stress, it appears that cracks would not propagate through the deck thickness. This hypothesis is evaluated using concrete fracture mechanics, as presented in Section 4.3.2.

The strong potential for cracking indicated by Figs. 4.14 through 4.16 is accentuated by at least three factors: 1) the high 28-day shrinkage measured in the laboratory and used for the analyses (Fig. 4.13b); 2) the low tensile strength of the test prisms used for this comparison; and 3) lack of consideration of membrane-type curing compound applied on the Markham Ravine Bridge deck. These simulations have been rerun after: 1) scaling the drying shrinkage curve in Fig. 4.13 to meet the 28-day limit of 450 $\mu$m/m prescribed by several transportation agencies [55]; and 2) calculating the 28-day tensile strength according to $f_t = 0.3 (f_c)^{2/3}$, where $f_c$ is the measured 28-day compressive strength [85]. Based on these assumptions, the likelihood for cracking is greatly reduced, as shown in Fig. 4.17a and b for each respective simulation case. The strength development curves in Fig. 4.17a assume cement hydration is not hindered by continuous exposure to the drying environment.

Furthermore, if a curing compound has been applied, the cracking potential is further reduced. For the simulation results presented in Fig. 4.17c, application of the curing compound is assumed to reduce the hygral convective coefficient by 50%, as described in Section 4.1.2. The analyses that follow are based on the parameter combination corresponding to Fig. 4.17b (in which the prism 28-day shrinkage strain is 450 $\mu$m/m and the tensile strength is based on the measured compressive strength).

Creep serves to reduce the stress peaks due to both hygral and thermal loading. If creep deformation is neglected, the stress peaks shown in Figs. 4.14c are larger by about 80%. As stresses rise above the linear range, microcracking also serves to reduce the stress magnitudes. The question of whether cracks occur, and their severity, ultimately needs to be addressed through the application of fracture mechanics to the concrete under sustained loading, as done in section 4.3.2.
Figure 4.17: Simulated stresses at mid-deck location based on 28-day strain limit of 450$\mu$m/m: a) the curing sheet is absent; b) curing sheet is present; and c) curing sheet and curing compound used.
4.3.2 Structural configuration

The structural configuration used for the previous analyses is representative of in-plane conditions away from supports or diaphragms placed along the span length. As a rough approximation of the conditions local to such stiffening elements, the cell volumes have been filled with concrete (Fig. 4.18). The concrete within the cells is given the same properties as those of the soffit and girder stems. Otherwise, the following analyses retain the same set of parameter values used to produce the results in Fig. 4.17b.

Stress components

Stress values due to the thermal component are plotted in Fig. 4.19a. The amplitudes of the diurnal variations are larger than for the unrestrained cases presented in Figs. 4.14a and 4.15a. Furthermore, the entire deck cross-section experiences tension, in contrast to the previous results where temperature gradients through the thickness produced mainly tension-compression couples. The increase in deck tension over the first several days corresponds to the overall cooling of the deck, as shown in Fig. 4.8.

The deck stresses due to hygral effects are plotted in Figs. 4.19b and c. The stresses due to autogenous shrinkage are significant, in contrast to the unrestrained cases where such stresses were negligible and therefore not plotted in the previous examples. In Fig. 4.17b, for example, there is no upward
drift into tension over the first 9 days when the curing sheets are in place. For the case of moisture loss to the environment (Fig. 4.19c), the stress amplitudes are slightly higher than for the case without restraint. Otherwise, the results for the two cases are qualitatively similar.

Total stresses at the mid-span location, which include the thermal, autogenous, and drying shrinkage components, are plotted in Fig. 4.19d. The total stresses are not a simple summation of the component values, since the autogenous and drying shrinkages are coupled through the dependence of hygral diffusivity on internal relative humidity (Eq. B.11). Comparing with the case where restraint is absent (for the case associated with Fig. 4.17c), the stress amplitudes plotted in Fig. 4.19d are greater and the entire cross-section experiences tension.

Fracture analyses

By allowing fracture to occur, according to the procedure outlined in Section B.3.1, consequences of the restraint conditions become evident (Fig. 4.20). When restraint is absent, the sharp humidity gradient (with secondary contributions from the thermal gradient) produces cracking near the drying surface. This has been observed in other studies, as well [41]. When the restraint is present, both autogenous shrinkage and global temperature change of the deck introduce tension over the deck cross-section. Crack density is higher and some cracks propagate through the deck cross-section, as shown in Fig. 4.20b.

Similar cracking behavior has been noted in field studies where concrete abutments provided fixity to the deck ends [39, 123]. The crack map shown earlier in Fig. 2.10 exemplifies the differences in cracking behavior caused by restraint conditions. When the deck is lowly restrained (away from the abutments), there is practically no longitudinal cracking; when it is highly restrained, longitudinal cracking is densely distributed. Whereas the 2D simulations only consider the possibility of longitudinal cracking, the simulation results exhibit well the tendency for longitudinal cracking when the deck is laterally restrained.

The surface cracking due to hygral and thermal gradients is more extensive than shown in Fig. 4.20, which only depicts cracks larger than a prescribed threshold. Furthermore, the openings of such surface cracks are much smaller than those of the through cracks that form when restraint is present. This is seen in the histogram of cracked-element openings given in
Figure 4.19: Simulated stresses at mid-deck location in the presence of constraint: a) thermal stress component; b) hygral stress component (due to self-desiccation); c) hygral stress component (due to external drying); d) total stress assuming $h_{su} = 0.9$
The large number of openings less than 0.1\(\mu\)m can be understood as diffuse microcracking, mostly invisible to the unaided eye. As the drying front progresses with time, many of the surface cracks have closed and are therefore not counted in the histogram.

The time of day also influences the opening counts. For the 12:00 pm counting shown in Fig. 4.20c, solar heating of the top surface has reduced or closed some of the surface cracks. The scatter in openings for the through cracks, about an average opening of about 0.7 mm, is mainly due to flexure of the deck under thermal/hygral loading. Crack opening is proportional to depth within the deck cross-section.

Whereas these results indicate deck cracking would occur, the assumed restraint condition associated with the internal diaphragm is an extreme case. Three-dimensional analysis of the deck is necessary to more accurately assess the effects of structural configuration on deck stresses. Furthermore, the effects of restraint and thermal straining in the longitudinal direction of the bridge are not captured by these planar analyses, even though such effects might contribute significantly to cracking potential. Finally, three-dimensional analysis more readily accommodates the modeling of reinforcing steel, which serves to reduce crack opening.

### 4.3.3 Concrete materials composition

One of the benefits of using fly ash, as a partial replacement of portland cement, is reduced rate of heat production during cementitious materials hydration. By using portland cement as the sole binder, the temperature histories look qualitatively similar to those for the 0.75:0.25 blend (shown in Fig. 4.8), but the early-age peak temperatures increase by about 15%. Since temperature is just one of several contributors to stress, there is a corresponding increase in early-age tensile stress of about 5%, as shown in Fig. 4.21. Some of this increase would be offset by the higher tensile strength of the material, due to the higher concrete temperatures in the first few days.

### 4.3.4 Discussion

Several observations can be made from the preceding 2D simulations of the Markham Ravine Bridge deck.

- Moisture gradient due to drying of exposed surfaces is a primary con-
Figure 4.20: Simulated deck cracking: a) without restraint; b) with restraint associated with an internal diaphragm; and c) crack opening histogram for the latter case.

Figure 4.21: Effect of fly ash use on simulated stresses at the mid-deck location.
tributor to cracking potential.

• Whereas the restraint condition considered (by the filling of the box girder cells with concrete) is extreme, it helps illustrate the relevance of restraint conditions toward cracking potential. The in-plane stiffness of the open-cell deck system is relatively small, such that stresses produced by thermal and autogenous shrinkage effects are secondary in magnitude to those produced by drying of the concrete surface. Restraint increases all of the stress components, but it has the largest influence on the thermal and autogenous stress components. The magnitudes of tensile stress are not only higher for the thermal and autogenous stress components, but also the whole deck section goes into tension.

• The examples presented in this section are severe in that large 28-day shrinkage values were assumed for the base cases. Furthermore, the effects of curing compounds (not applied to the shrinkage test prisms used for calibration) were not included. As seen in the figure, reduction of the hygral convective coefficient (e.g., through application of curing compound) reduces likelihood of cracking. Also, the hygral shock illustrated in Fig. 4.15b is likely to be tempered by some degree of drying prior to blanket removal.

• Plastic shrinkage has not been covered by these analyses. Field observations identified significant plastic shrinkage cracking in the Markham Ravine Bridge and other bridges within the project scope. Such early-age cracking, even if partially healed, would compromise strength, increasing the probability of drying induced cracking at later ages. In effect the strength curves in Fig. 4.19, for example, would be lowered.

• Tensile creep is larger than creep in compression [54]. The importance of distinguishing between tensile and compressive creep needs to be addressed through further study.

• In the example, temperature evolution in the concrete was significantly affected by the insulative properties of thermal/curing blankets placed on the deck surface. Such properties are typically poorly understood and quantified. It can be argued that such forms of uncertainty pervade these types of analysis.
Chapter 5

Cracking potential at early ages: 3D modeling

The two-dimensional analyses presented in section 4 were effective for studying features of the modeling approach with respect to early-age behavior of concrete bridge decks. The bridge deck section was assumed to be either: 1) sufficiently far from an abutment or diaphragm region, where the degree of restraint against in-plane movements is minor; or 2) highly restrained by mature concrete placed in the cells of the box girder. For the purposes of cracking assessment under general restraint conditions, however, three-dimensional models are necessary. In particular, three-dimensional models accommodate longitudinal straining/stressing of the deck, which enables simulation of transverse cracking. Furthermore, the supporting girders influence deck behavior in a three-dimensional sense.

Three-dimensional analyses of the Markham Ravine Bridge are presented in this section. The modeling approach is conceptually the same as that of the planar deck models employed earlier in this report.

5.1 Model definition

5.1.1 Domain discretization

Symmetry conditions are exploited to reduce the model size and thus the computational expense. The deck/girder cross-section is modeled as shown in Fig. 5.1. Domain discretization is automatic and based on the parameter
values indicated in the figure, along with the longitudinal dimension of the
deck system and a spatial description of nodal point density. In accordance
with symmetry conditions, roller supports are introduced along the \( x = 0 \)
and \( x = b_f/2 \) faces of the model. This corresponds to the case of full restraint
in the lateral direction. To account for lateral flexibility of the deck/girder
system, the stiffnesses of the zones adjacent to the \( x = b_f/2 \) boundary can
be adjusted.

The cross-section representation of Fig. 5.1 is used to discretize the span
length, as shown in Fig. 5.2. The origin of the coordinate system is located
where the longitudinal and transverse planes of symmetry meet (i.e., coordinates \( x \) and \( z \) are measured from the center of the pier). To reduce com-
putational expense, half of the span length has been coarsely discretized using
block-like cells. Furthermore, a non-uniform distribution of nodal points is
used for the remaining half-span length. Denser distributions of nodal points
are used for discretizing: 1) the region adjacent to the center pier, where the
frequency of deck cracking is typically higher; and 2) in the vicinity of the
embedded sensor units. Figure 5.3 provides a longitudinal, perspective view
of the span-length discretization from the pier location.
Figure 5.2: Discretization of full span length (left) and magnified view of end region (right)

Figure 5.3: Perspective view of discretized span length
5.1.2 Model inputs and boundary conditions

Material description

The same materials properties used for the 2D model, summarized in Section 4.1, are assumed for the 3D model analyses.

Structural boundary conditions

As shown previously in Fig. 5.2, the half-span length adjacent to the pier is finely discretized, whereas the portion framing into the abutment is represented by block-like elements. Deflections of the model due to self-weight of the concrete are compared with theoretical elastic curves for two sets of boundary conditions: 1) simply supported span; and 2) full rotational restraint at the pier location with roller support at the abutment. The latter case approximates the field conditions and is used for the design examples presented in Section 5.3. For each case, the simulated deflections compare well with theory in Fig. 5.4. For the simply-supported case, the simulated displacements are practically symmetric about center span. This implies the coarse block-like discretization of half of the span length does not significantly degrade the accuracy of the displacement results. The displaced configurations of the model (for each respective set of boundary conditions) are shown in Fig. 5.5.

Strain gage simulation

The sensor clusters used in the field study of the Markham Ravine Bridge [132] included thermocouples, RH sensors, and strain gages. To enable comparisons between simulated and measured strains, nodal pairs were inserted at the locations of the strain gages identified in Table 4.1. The nodal pairs possess identical $x$ and $y$ coordinates, but are spaced 20 mm apart in the $z$-direction (i.e., the gage length is 20 mm.) The theoretical strain in the longitudinal direction can be determined from

$$\varepsilon_z = -\kappa y$$  \hspace{1cm} (5.1)

where $\kappa$ is curvature due to bending and $y$ is the distance from the neutral axis to the point of interest. Curvature can be determined from

$$\kappa = \frac{M(z)}{EI}$$  \hspace{1cm} (5.2)
Figure 5.4: Lateral deflections due to girder self-weight
Figure 5.5: Elastic deformations due to girder self-weight: a) simply supported; and b) rotationally fixed at the pier location and roller supported at the abutment.
According to these relations, and assuming $E = 30$ GPa, self-weight loading of the girder produces a strain at the location of gage SG2 of $\varepsilon_z = 4.96 \times 10^{-5}$. This is simply a hypothetical case to validate the strain calculations of the model. Comparing the theoretical and simulated values for longitudinal strain, the percentage difference is

$$\Delta = \frac{\varepsilon_{z}^{\text{theory}} - \varepsilon_{z}^{\text{simulated}}}{\varepsilon_{z}^{\text{theory}}} \times 100\% = \frac{4.96 - 4.88}{4.96} \times 100\% = 1.57\% \quad (5.3)$$

The simulated and theoretical strain values differ by only a small amount.

**Environmental boundary conditions**

The same on-site recordings of ambient temperature, wind speed, and relatively humidity (used for the 2D bridge analyses) serve to define the thermal and hygral convective boundary conditions for the 3D model. Likewise, the same solar radiation and cloud cover patterns are assumed for the 3D model.

To obtain a more realistic temperature distribution in the substrate concrete, at the time of casting, the simulations begin at 24h prior to the time of casting. As shown in Fig. 5.6, the April 2010 temperature record obtained from the Lincoln, CA station agrees well with that recorded on the Markham Ravine Bridge site. In the absence of such pre-conditioning of the concrete girders, artificial straining occurs at the time of casting, since the assumed initial temperature distribution of the concrete girders is not in dynamic equilibrium with the environmental conditions.

### 5.2 Comparisons with field measurements

#### 5.2.1 Deck temperatures

The three-dimensional model of the Markham Ravine Bridge, shown in Fig. 5.2, should exhibit the same temperature results as the two-dimensional model considered in Section 4. Using the same thermal properties and input values as for the preceding analyses, Fig. 5.7 compared the simulation results and measured values. Apart from some differences in temperature over the first two days, the results of the 2D and 3D simulations are nearly indistinguishable.


Figure 5.6: Supplemental temperature data used to pre-condition the concrete girders 24h prior to concrete casting (Lincoln Station data for April 2010)

5.2.2 Deck strains

Each of the sensor clusters within the Markham Ravine Bridge deck included a set of strain gages. The gages were aligned with the longitudinal axis of the bridge and positioned at depths of 1, 4, and 7" from the deck surface.

Simulated longitudinal strains are compared with the strain gage measurements in Fig. 5.8 up to the time of deck prestressing. The zero-strain reading of field-measured values has been taken from WJE (2011) [132]. Also, those measured values have been shifted on the time axis, so that peak strains correspond to peaks of the diurnal temperature cycles. Considering the multitude of factors and uncertainties that influence the strain values, the two sets of data agree well over most of the time range. The simulated strains correspond to the temperature history more closely. For example, the cooling of the deck concrete between \( t = 5 \) and 9 days (as shown in Fig. 5.7) results in a decrease in simulated tensile strain, whereas the measured values do not show that tendency. Both sets of data indicate larger diurnal variations in strain after removal of the curing blankets at about \( t = 9 \) days. This first set of simulations has not considered the effect of shoring, which was in place over this time interval. The effects of shoring may account for some of the discrepancies between the measured and simulated behaviors.
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Figure 5.7: Simulated and measured deck temperatures
Figure 5.8: Simulated and measured deck strains up to the time of prestress application.

5.3 Design examples

The preceding examples have served to validate the 3D model for parametric analyses. In this section, the validated models are used to study the influence of design parameters on the newly cast concrete deck within the Markham Ravine Bridge. For the given bridge configuration and environmental conditions, materials design and placement operations are assessed to limit the probability of cracking to acceptable limits.

The as-built Markham Ravine Bridge serves as the base case for the design parameter evaluations. The main input parameters and their values are summarized in Table 5.1.

The effects of design parameter changes on cracking potential are given in probabilistic terms. For this purpose, the probability density of cracking as a function of stress ratio $\eta$ is used, based on the experimental program of Riding et al. [105]. The experimental program considered bridge deck concretes and measured stress level at cracking relative to split-cylinder tensile strength. Figure 5.9a presents the experimental data. The discrete data values are fit with a lognormal probability density function, similar to that employed by Riding et al. [105]. The corresponding cumulative distribution function, from
Table 5.1: Parameter values for Markham Ravine Bridge analyses

<table>
<thead>
<tr>
<th>Parameter</th>
<th>symbol</th>
<th>value</th>
<th>source</th>
</tr>
</thead>
<tbody>
<tr>
<td>cementitious materials content(^a)</td>
<td>(c)</td>
<td>400.6 kg/m(^3)</td>
<td>b</td>
</tr>
<tr>
<td>fly ash content</td>
<td>FA</td>
<td>0.25(c)</td>
<td>b</td>
</tr>
<tr>
<td>water-to-cementitious materials ratio</td>
<td>(w/c)</td>
<td>0.42</td>
<td>b</td>
</tr>
<tr>
<td>ambient temperature</td>
<td>(T)</td>
<td>recorded</td>
<td>c</td>
</tr>
<tr>
<td>wind speed</td>
<td>(v)</td>
<td>recorded</td>
<td>c</td>
</tr>
<tr>
<td>relative humidity</td>
<td>(h)</td>
<td>recorded</td>
<td>c</td>
</tr>
<tr>
<td>elastic modulus at 28 days</td>
<td>(E_{28})</td>
<td>24.1 GPa</td>
<td>d</td>
</tr>
<tr>
<td>compressive strength at 28 days</td>
<td>(f_{c_{28}})</td>
<td>35.7 MPa</td>
<td>d</td>
</tr>
<tr>
<td>coefficient of thermal expansion</td>
<td>(\beta_T)</td>
<td>8.63×10(^{-6})/(^\circ)C</td>
<td>d</td>
</tr>
<tr>
<td>hygral shrinkage coefficient</td>
<td>(\beta_h)</td>
<td>0.00198</td>
<td>e</td>
</tr>
</tbody>
</table>

\(^a\) chemical composition of the OPC and other input parameters are indicated in Table 4.4.
\(^b\) from plan quantities for the Markham Ravine Bridge.
\(^c\) from field measurements and station data local to the Markham Ravine Bridge [91, 132].
\(^d\) from laboratory testing of the deck concrete of the Markham Ravine Bridge.
\(^e\) corresponds to a 28-day shrinkage of 450\(\mu\) of the companion prism specimens.

which cracking probabilities can be estimated, is given in Fig. 5.9b. For this dataset, and fitting of the probability density function, the lognormal mean and standard deviation are \(\mu = -0.53\) and \(\sigma = 0.16\), respectively. A stress-to-splitting tensile strength ratio of 0.6 corresponds to a 50% probability of cracking.

### 5.3.1 Drying shrinkage

In lieu of representing the myriad individual contributions to drying shrinkage, the shrinkage capacity of a concrete can be represented by its hygral shrinkage coefficient \(\beta_h\), which forms an incremental relationship between relative humidity and hygral straining (Eq. B.15). The \(\beta_h\) value was chosen to provide a range of 28-day shrinkages of the prism specimens: the 630\(\mu\)m/m value measured in the laboratory component of the field study [132] , a 450\(\mu\)m/m limit, and a 320\(\mu\)m/m limit (which is the current Caltrans specification). The influence of shrinkage capacity on longitudinal stress at the sensor locations is plotted in Fig. 5.10, along with tensile strength devel-
Figure 5.9: a) Probability density of crack occurrence as a function of stress-to-split cylinder strength ratio. The discrete data values are taken from Riding et al. [105]; and b) cumulative distribution of crack occurrence as a function of stress-to-split cylinder strength ratio.
Figure 5.10: Influence of 28-day shrinkage strain values on deck stresses.
opment over time. The longitudinal restraint provided by the soffit/girder system is sufficient to generate high tensile stress in the deck during its contraction, even at mid-span between the girder lines.

While the curing sheets are in place (0.25d ≤ t ≤ 8d) it is assumed that no moisture exchange occurs between the upper surface of the deck and the environment. In addition, the humidity drop due to self-desiccation is assumed to be negligible in this example. During that interval, the $\beta_h$ value has practically no effect on the deck stress values. The stress values depend mainly on thermal influences.

Upon removal of the curing media, however, the efficacy of the shrinkage reduction measures becomes evident. Stress peaks develop during each episode of nighttime cooling. The tensile stress peaks increase in magnitude for the first few days after exposure to the drying environment, but then flatten due to maturation of the hygral gradient and reduced ambient temperatures. A longer-term estimation of deck stresses is presented in Section 5.3.6.

The probabilities of cracking for each 28-day shrinkage value, estimated using the cumulative distribution function presented in Fig. 5.9b, are pre-
sented in Fig. 5.11. Based on the simulated longitudinal stress values, results are given for locations: a) near the deck surface (SG1 location); and b) at mid-depth of the deck (SG2 location). The results for the mid-deck location pertain to the severity of cracking (i.e., whether cracking is superficial due to high stress gradient near the surface or through the deck thickness.)

Reducing the allowable 28-day shrinkage from 450µm/m to 320µm/m reduces the probability of cracking near the deck surface by 20 to 30%. The case of \( \beta_h = 0 \) removes the hygral effects. It is seen that thermal stresses acting alone provide an insignificant probability of cracking. In this 3D configuration, the whole deck is put into tension. As seen in the fracture analyses presented in Section 4.3.2, this fosters cracking through the deck thickness.

### 5.3.2 Autogenous shrinkage

Concretes with a water-to-cementitious materials ratio of about 0.40 or lower typically exhibit autogenous shrinkage. The relative humidity drop becomes more significant as the water-to-cementitious materials ratio is decreased.

The governing equation for the humidity field (Eq. B.9) includes a sink term associated with self-desiccation due to the hydration reactions. The parameter \( h_{su} \), in Eq. B.10, controls the ultimate drop in relative humidity. Based on this modeling assumption, Fig. 5.12 presents the influence of autogenous shrinkage on the deck stresses. Ultimate humidity drops of 0, 0.1, and 0.2 are considered, which span the common range of values.

While the curing media is in place, autogenous shrinkage has a proportional influence on the deck stresses, both near the surface and at mid-depth of the deck. Upon removal of the curing media, the effect diminishes over time as the deck is subject to external drying. The occurrence of autogenous shrinkage increases the probability of cracking during the simulation period, as shown in Fig. 5.13. The effect near the surface in minor, since the probability of cracking in the base case (no autogenous shrinkage) is already high. At mid-depth of the deck, however, autogenous shrinkage effects are significant, greatly increasing the probability of cracking that extends through the depth of the deck.
Figure 5.12: Deck stresses for different degrees of autogenous shrinkage.
5.3.3 Coefficient of thermal expansion

The common range of concrete CTE values (based on aggregate type, as presented in Table 2.3) is simulated. As observed in laboratory studies [66, 84, 117], the CTE values are magnified up to just beyond the time of final set, as described in Section B.1.

The influences of CTE on the deck stresses, near the exposed surface and at mid-depth of the deck, are presented in Fig. 5.14. Increasing CTE increases the amplitudes of the stress peaks, which are caused mainly by diurnal exchanges of heat and moisture with the environment. The greatest effect on stresses is near the deck surface, since that region experiences larger temperature variations. However, tensile stresses due to heat of hydration (i.e., the gradual cooling after peak temperature at about 10 h) are significant over the deck cross-section.

Based on the information in Fig. 5.14, maximum stress-to-splitting tensile strength ratios can be calculated, from which the probability of cracking can be estimated. From Fig. 5.15, it is understood that CTE of the concrete strongly affects cracking potential. The severity of cracking can be estimated from the cracking probability at mid-depth of the deck. The higher the probability of cracking at mid-depth, the more likely cracking will extend through the deck thickness. For $\beta_T = 6 \times 10^{-6}/^\circ$C, $\eta < 0.3$ for the extent of
Figure 5.14: Influence of coefficient of thermal expansion (CTE) of concrete on deck stresses: a) at SG1 location; and b) at SG2 location.
Influence of coefficient of thermal expansion (CTE) of concrete on cracking probability. 

5.3.4 Cementitious materials usage

Heat of hydration of the deck concrete can be reduced by decreasing the amount of portland cement in the mixture. This can be done through the partial replacement of portland cement with a less reactive supplementary cementitious material (e.g., fly ash) or by decreasing the overall cementitious materials content. Figure 5.16 compares longitudinal stress at the SG2 location for ratios of portland cement to fly ash of 75:25 (which is the base case) and 100:0. As expected, the 75:25 blend ratio produces less heat and therefore the tensile stress due to initial cooling is lower. Also, tensile strength develops more slowly. These results are qualitatively similar to those produced with the 2D model (Fig. 4.21).

Differences in the stress values between the two cases are evident up until the time of removing the curing sheets and exposing the deck to the environment. Thereafter, little difference is seen between the stress values for the two cases. In general, the influences of heat of hydration are less than...
Figure 5.16: Influence of partial replacement of portland cement with fly ash on deck stresses (at SG2 location): a) $0 \leq t \leq 16\text{d}$; and b) $0 \leq t \leq 2\text{d}$. 
those of typical mass concrete applications. This is due, in part, to the large surface to volume ratio of the deck.

Looking at the stress development over the first 48 h from the time of casting, both cases initially exhibit compression due to temperature increases caused by heat of hydration (Fig. 5.16). Peak temperature is achieved at about 10 h, after which gradual cooling introduces tensile stress.

5.3.5 Bridge configuration: deck continuity

The box-girder of the Markham Ravine Bridge is continuous over the central pier. Such full continuity is assumed for the base case, with simple support conditions at the abutment(s). The analyses assume the supporting girder/sofit system carries its self-weight plus the weight of the freshly cast deck. In the absence of shoring, effects of prestressing, or construction loading, the bridge deflections (after casting of the deck concrete) are due solely to thermal and hygral effects. These deflections are shown in Fig. 5.17 for $t = 14.7$ and $15.2$ d, which correspond to peak tensile stress in the deck and the ensuing local minimum stress, respectively. At $t = 14.7$ d, peak tensile stress varies linearly over the span length, such that longitudinal stress local to the pier support is about 20% larger than that at the sensor location.

All else being equal, tensile stresses generated by thermal and hygral effects are smaller for the case of a simply supported span (Fig. 5.17b). In contrast to the two-span continuous system, peak tensile stress is nearly uniform over much of the simply supported span length. These results are supported by field observations of increased frequency of cracking local to supports with rotational restraint.

5.3.6 Effects of long-term exposure to the environment

Shrinkage cracking is known to also occur at later ages, beyond the 17-day measurement period covered in preceding simulations. To simulate the longer-term performance of the Markham Ravine Bridge deck, the on-site measured environmental conditions are supplemented with temperature, wind speed, and relative humidity data recorded at the Lincoln Regional Karl Harder Field (KLHM) station [91]. As shown in Fig. 5.18, the data runs for 78 days (from casting of the bridge deck on April 14 through June 30.) As done for the preceding calculations, representative solar radiation profiles for
Figure 5.17: Effect of support conditions on deck behavior: a) longitudinal stress; and b) vertical deflections over the girder length at different times (left: continuous girder over pier support; right: simply supported girder)

Figure 5.18: Extension of the analyses (April 14 through June 30): a) ambient temperatures recorded on-site and at the Lincoln CA station; and b) selected daily solar radiation profiles
Figure 5.19: Longitudinal stresses for 68 d after casting: a) at location SG1; and b) at location SG3
Figure 5.20: Relationship between deck stress and the amount of nighttime cooling. Each data point corresponds to a daily peak in tensile stress at the SG1 location. Results for the last 38 d of the simulation (i.e., for $t \geq 30$ d) are plotted.

clear, broken cloud, and overcast days were obtained from the National Solar Radiation database [92] and set according to the appearance of the daily temperatures. For example, lower peak temperatures within a cluster of days were assumed to be due to overcast conditions. This is reasonable for the April through June timeframe for the analyses.

Figure 5.19 presents longitudinal stress variation for this extended time period. Whereas the stress peaks continue to be affected by diurnal variations in heating/cooling, magnitudes of the stress peaks near the deck surface diminish due to the disappearance of the strong gradient in relative humidity within the deck and the effects of concrete creep. At later times, higher stress peaks appear to result from larger amounts of nighttime cooling, as shown in Fig. 5.20. The degree of correlation is affected by additional factors, including rate of cooling, relative humidity, and cloud cover. In all simulations, the influence of prestressing and shoring removal at about 17 d after casting has not been considered.

For $24 \leq t \leq 68$ d, a significant fraction of the stress peaks are above $0.6f_{28}$, which corresponds to a 50% probability of cracking. Furthermore, stress variations near the lower face of the deck are significant and mainly in
the tensile regime. If the patterns of stress variation seen in Fig. 5.19 were to continue indefinitely, fatigue resistance of the deck concrete could be an issue. Studies have found deck cracking continues to develop for about two years after casting [40]. Strategies to reduce tensile stress amplitudes would likely improve long term performance.
Chapter 6

Project summary and recommendations

This project has produced a means for modeling the early-age behavior of concrete materials with realistic structural and environmental boundary conditions. The relevant field quantities (temperature, relative humidity, and displacement) and their couplings are represented within the structural domain. The model-based simulations begin at the time of mixing of the concrete materials, or earlier to allow for temperature conditioning of the supporting structure. Starting with a multi-species modeling of cementitious materials hydration, the simulations provide a spatial description of property (e.g., stiffness, strength) and stress development, from which the potential for early-age cracking can be assessed. The contributions of the thermal and hygral fields to cracking potential are largely separable, such that their relative importances can be evaluated.

As part of a previous Caltrans funded project, two bridge decks were instrumented to obtain data relevant to their early-age behavior. In particular, temperature, RH, and strains were recorded within the freshly cast bridge decks with interests in understanding early-age cracking phenomena. One of these cases, the Markham Ravine Bridge deck, serves as a basis for validating and interpreting the modeling results presented in this report. Model calibration was supported by laboratory tests of the strength and shrinkage properties of the deck concrete. Other model parameters were either measured at nearby weather stations or acquired from the related literature.

Hereafter, summary statements are given on modeling aspects of the project. Based on the modeling results, and surveys of existing literature,
practical findings and recommendations are then provided.

6.1 Modeling results and findings

Simulations with the calibrated/validated 2D and 3D models led to the following results:

- There is good agreement between the simulated temperatures and those measured within the Markham Ravine Bridge deck over the 17-day recording period. The 2D and 3D models provided temperatures that are indistinguishable, except for minor differences in the first 24 h. The influences of relevant factors are clearly evident in the temperature histories.

  - The effects of heat of hydration on the recorded temperatures are pronounced over the first few days after casting. Thereafter, the temperature history of the deck concrete corresponds more closely to environmental influences (i.e., to diurnal variations in ambient temperature and solar energy intensity.) Peak temperatures occur at about 10h after concrete casting and are significantly higher than the ambient temperature.

  - The slightly lower deck temperatures over the supporting girders are due to conduction of heat toward the cooler substrate concrete. Conversely, the insulative properties of the plywood formwork give rise to higher temperatures between the supporting girders.

  - The model captures the expected variations in temperature through the deck thickness: at thermocouple locations closer to the deck surface, the temperatures are largely affected by environmental variations. The amplitudes of temperature variations lessen with distance from the deck surface.

  - The placement of insulative curing media (burlap/plastic sheeting) at about 6h after casting has a profound effect on the temperature history of the deck concrete. As expected, the curing media reduces solar heating and nighttime cooling, such that diurnal variations in deck temperature are reduced. Temperature variations of the deck concrete increase dramatically upon removal of the curing media.
• Thermal gradients are produced from cycles of solar heating and nighttime cooling. Such thermal gradients cause compressive stress (for heating) or tensile stress (for cooling) near the exposed concrete surfaces.

• Moisture gradients, due to drying from the exposed concrete surface, produce high tensile stresses near the drying surface. As expected, the uses of low shrinkage concrete and/or curing compounds significantly reduce the magnitude of such tensile stresses.

• Restraint conditions strongly affect the magnitudes of thermal and hygral stresses and the distribution of such stresses over the deck cross-section. This was observed through both 2D and 3D analyses.
  − Restraint against lateral movement of the deck, due to an internal diaphragm or integration of the box-girder with an abutment, promotes longitudinal cracking local to that restraint.
  − The supporting girders restrain the deck longitudinally, which promotes lateral cracking.
  − Rotational restraint, due to deck/girder continuity over a support or integration of the girders with an abutment, further promotes lateral cracking over much of the girder length. The effects are greatest local to the restraint.

• Tensile stresses arise from both gradient and volumetric effects within the deck concrete.
  − Gradient effects (due to thermal and/or hygral actions) can produce high tension near the deck surface. Depending on restraint conditions, however, the lower part of the deck cross-section might be in compression or lowly stressed in tension. Furthermore, microcracking near the concrete surface relaxes the tension field. Under such scenarios, crack propagation may be arrested. Arrested, near-surface microcracks are typically diffuse and have small openings.
  − Volumetric effects occur due to relatively uniform changes in temperature and/or internal relative humidity within the deck concrete, as would be produced by heat of hydration and autogenous
drying, respectively. In the presence of restraint, such volumetric effects tend to uniformly stress the deck cross-section.

Even mild to moderate tensile stresses caused by volumetric effects can provide the conditions for severe cracking, through the deck thickness, initiated by gradient effects near the exposed surface.

- In light of the previous item, stress-to-strength ratio is lacking as an indicator of the potential for cracking and its severity. Knowledge of the stress distribution through the cross-section depth is necessary to assess whether cracks are arrested (as fine microcracks) or propagate through the depth of the deck.

Preferably, fracture mechanics-based analysis should be used to assess the potential for cracking and its severity. The fracture mechanics simulations presented herein indicated through-the-deck cracking, caused by the combination of hygral/thermal stresses and restraint. The large cracks in each span are due, in part, to the lack of reinforcing steel in the model. Through-cracking may still occur in the presence of reinforcing steel, but crack openings would be significantly smaller.

- The strength-based criteria for crack initiation must account for load duration effects, materials variability, and other factors that influence cracking potential. Herein, this has been done by either: 1) reducing (e.g., by a factor of 0.7) the tensile strength value measured by standardized short-duration tests; or 2) using a probabilistic description of crack occurrence as a function of stress-to-strength ratio. The latter approach is advantageous, since it provides estimates of the probability of cracking.

- The phenomenological approach used herein to model strength gain is not suitable for high-fidelity simulations of strength development over the first 24h, when the concrete passes the mechanical threshold and gains strength rapidly. Nonetheless, for the low levels of autogenous shrinkage and moderate temperature differentials considered herein, significant cracking does not appear to be likely on Day 1. The basic simulations do show, however, that early cracking could arise from high amounts of autogenous shrinkage or from high cooling rates.
6.2 Practical insights and recommendations

The project results support the hypothesis that early-age cracking of bridge decks and slabs can be controlled through the simultaneous consideration of thermal and hygral factors, and their dependence on restraint conditions. The modeling exercises have led to practical findings and recommendations for reducing the occurrence and severity of early-age cracking. These findings are based on results obtained from both planar and 3D models of concrete decks within box-girder systems.

- Sheet materials [9] placed over the deck concrete play an important role in controlling temperature and moisture exchange with the environment.
  - In the absence of large autogenous shrinkage, the probability of cracking is insignificant while the curing sheets are in place and accompanied by wetting.
  - Upon removal of the curing sheets, the thermal and hygral contributions to cracking potential (near the deck surface) grow rapidly. This trend extends for several days, such that cracking becomes likely near the deck surface.
  - The times of placement and removal of the sheets can be optimized to reduce cracking potential. Such optimization should consider relevant material, structural, and environmental factors. In particular, sudden exposure to severe drying environments and large overnight temperature drops should be avoided. The practice of placement and removal at prescribed times does not account for such factors.
  - The application of membrane-forming curing compounds at the time of sheet removal is beneficial in reducing cracking potential.

- When estimating the probability of cracking and its severity, knowledge of the stress conditions over the deck cross-section is important. For the design parameter combinations considered herein, two types of cracking scenario emerged:
  - *High probability of cracking local to the upper surface; low probability of cracking at mid-depth of the deck.* This situation is produced...
by sharp strain gradients near the surface due to heat and/or moisture exchange between the concrete and environment. If cracking occurs, it is likely in the form of diffuse, shallow microcracking that is invisible to the naked eye.

- **High probability of cracking local to the upper surface; moderate to high probability of cracking at mid-depth of the deck.** This situation is produced by thermal and hygral gradients local to the deck surface in combination with volumetric effects acting over the deck cross-section. Such volumetric effects result from autogenous shrinkage, if present, and heating/cooling associated with cementitious materials hydration. These stress conditions imply larger crack openings, possibly through the depth of the deck.

Ultimately, the extent of cracking depends on the fracture mechanics of concrete, which involves additional considerations such as the amount/configuration of the reinforcing steel and fracture energy of the concrete. Reinforcing steel serves to reduce tensile stress at mid-depth of the deck and thus the potential for cracking through the depth of the deck.

- The high stresses after removal of the curing media are due to a gradient effect. The transition from a fully saturated state to the drying environment sets up a steep hygral gradient near the deck surface. Simulations show that allowing for controlled partial drying, or avoiding drying shock upon removal, reduces the probability of cracking.

- Reducing drying shrinkage of the concrete (e.g., through addition of shrinkage reducing admixtures) has a large, positive effect on reducing cracking potential. For the design example considered, reducing the 28-day limits from 450µm/m to 320µm/m yielded 20 to 30% smaller probabilities of cracking at the deck surface.

- Reducing the coefficient of thermal expansion (CTE) of the concrete has a large, positive effect on reducing cracking potential. For the design examples considered, deck concrete with a CTE value of $12 \times 10^{-6}/^\circ C$ has a high probability of cracking through the depth of the deck. For a CTE value of $6 \times 10^{-6}/^\circ C$, there is a moderate probability of cracking near the upper surface and essentially zero probability of cracking near
the lower surface. For those conditions, damage would likely be limited to fine, diffuse microcracking over the deck surface.

- Large autogenous shrinkage of deck concrete is typically avoided by limiting the minimum water-to-cementitious materials ratio. For \( w/c = 0.42 \) specified for the Markham Ravine Bridge deck, autogenous shrinkage was assumed to be negligible. For \( w/c \) less than about 0.40, however, autogenous shrinkage can greatly contribute to cracking potential. In particular, autogenous shrinkage induces tension over the deck cross-section, which increases the likelihood of cracking through the deck thickness.

- The inclusion of reinforcing steel in the deck significantly reduces hygral shrinkage of the composite system [32]. Including reinforcing steel in the model would reduce the estimated cracking probabilities for the deck interior. However, cracking potential near the deck surface might increase due to the restraining effects of reinforcing steel and problems associated with plastic settlement.

- Control of early-age temperatures is thought to be an effective means for reducing deck cracking and its severity. Such temperature controls may involve modification of the mixture design, restricting the temperature of the placed concrete, scheduling of placement to account for special ambient conditions, use of thermally insulating sheets over the deck concrete, etc. The conventional goal is to limit the maximum temperature difference, \( \Delta T \), between the deck concrete and the supporting concrete girders. According to the design examples, however, smaller \( \Delta T \) values yield only moderate decreases in cracking potential because

  - the surface area-to-volume ratio of the deck is large, such that the maximum temperature difference occurs relatively soon after casting (at about 10 h for the design examples considered herein.) Furthermore, the cooling period is relatively brief.
  
  - From the time of peak temperature difference, and the brief cooling period that follows, the concrete has relatively low stiffness and high creep potential. This is in contrast to mass concrete applications in which high temperatures persist for several weeks and the concrete has matured prior to cooling.
In summary, control of temperatures associated with concrete placement and the heat of hydration can be beneficial for ordinary bridge deck applications. However, such measures do not have the same primary effect on cracking potential as for mass concrete applications.

- The tensile stresses due to thermal and hygral actions are not in-phase. Mid-day heating of the deck surface introduces a compressive stress due to thermal expansion of the concrete. Whereas nighttime cooling of the deck surface introduces tensile stress due to contraction of the concrete, the increase in relative humidity with falling temperature causes a slowing or reversal of the drying action. The critical time for gradient-induced cracking was several hours after the initiation of ambient cooling for the 2D simulations and several hours prior to ambient heating (at about 4 am) for the 3D simulations.

- Extending the analysis beyond the 17-day measurement period, it is seen that
  - the duration of highest cracking potential near the deck surface extends to about 24d after casting. Gradual drying of the deck section eventually reduces the sharpness of the moisture gradient near the exposed surface, such that the probability of cracking is reduced at later ages. This internal drying, however, increases the net tension acting on the deck section.
  - a significant fraction of the longer-term stress values exceeded $0.6f_{28}$, which corresponds to a 50% probability of cracking. Assuming the diurnal patterns of stress variation continue indefinitely, fatigue cracking may become an issue. Phase change materials [2] can potentially be used to reduce the diurnal temperature variations of mature concrete and thus the associated stress amplitudes.
  - at later ages, stress amplitudes near the deck surface correlate to the amounts of nighttime cooling. Larger overnight temperature drops tend to yield larger tensile stresses in the deck concrete.

- The provision of deck continuity over the center pier support magnifies the potential for cracking due to thermal and hygral effects. This is a superimposed effect that acts regardless of whether external loading or
prestressing is active. The amount of magnification is largest near the support, but the effects act over the span length. The various benefits of continuity at the pier should be weighed against such increases in cracking potential.

These findings are in general agreement with conventional knowledge of the factors affecting cracking potential of deck concrete. The present work is valuable in its use of physical bases to attain these findings and abilities to quantify the contributions to cracking potential. These capabilities are essential for establishing comprehensive guidelines for controlling temperature and shrinkage cracks in bridge decks and slabs.

6.3 Potential directions for investigation

The insights and recommendations reported herein stem from analyses of a two-span concrete box-girder bridge. Now that the modeling approach has been developed and validated, the design examples can be extended to cover variations in:

- concrete materials design;
- creep properties of the concrete;
- structural configuration, including the depth, spacing, and end fixity of the girders;
- thermal and mechanical properties of the concrete forming the soffit/girder system;
- curing media, including media type, time of placement, and duration of use; and
- environmental conditions at the time of casting, during curing, and over significantly longer time periods.
Appendix A

Modeling of cementitious materials hydration

Model development and calibration, done by Riding et al. [104], was based on a data set of 204 concrete mixtures, which were tested using semi-adiabatic calorimetry. The cementitious materials considered by the model include portland cement, slag, fly ash and/or silica fume. The model has been validated through comparisons with a separate set of 57 semi-adiabatic calorimetry tests. It is a generalization of an earlier model [115] to account for a wider variety of concretes and usage of common admixtures. The modeling of heat of hydration is now summarized.

The influence of temperature on the rate of hydration is represented by a maturity relation

\[ t_e(T_r) = \sum_0^t \exp \left( -\frac{E_a}{R} \left( \frac{1}{T_c} - \frac{1}{T_r} \right) \right) \Delta t \]  \hspace{1cm} (A.1)

in which \( t_e \) (h) is the equivalent age for a material hydrating at reference temperature \( T_r \) (K); \( R \) is the universal gas constant (8.314 J/mol/K); \( T_c \) is the temperature of the concrete (K); and \( E_a \) is the apparent activation energy (J/mol), which depends on composition and proportioning of the cementitious materials [99].

The degree of cementitious materials reaction can be expressed by the amount of chemically combined water or, equivalently, by

\[ \alpha(t) = \frac{H(t)}{H_u} \]  \hspace{1cm} (A.2)
where $H(t)$ is the cumulative amount of heat produced by the hydration reaction (J/g); and $H_u$ is total heat available from reaction (J/g). The degree of reaction governs property development, such as strength gain, as shown schematically in Fig. A.1. The total available heat depends on the composition and proportioning of the cementitious materials:

$$H_u = H_{cem} p_{cem} + 461 p_{slag} + 1800 p_{FA-CaO} p_{FA} + 330 p_{SF} \quad (A.3)$$

in which each term represents the heat of hydration of component $i$ multiplied by its weight fraction, $p_i$. Symbols appearing in these relations are defined in Table E.1 of Appendix E. The heat of hydration of the cement (J/g) is

$$H_{cem} = 500 p_{C_3S} + 260 p_{C_2S} + 866 p_{C_3A} + 420 p_{C_4AF} + 624 p_{SO_3} + 1186 p_{freeCa} + 850 p_{MgO} \quad (A.4)$$

The relationship between degree of hydration and equivalent age is

$$\alpha(t_e) = \alpha_u \exp \left( - \left( \frac{t}{t_e} \right)^\beta \right) \quad (A.5)$$

The rate of heat release with respect to time is calculated by combining the information presented in Eqs. A.1, A.2, and A.5.

$$Q_h(t) = H_u c \left( \frac{\tau}{t_e} \right)^\beta \left( \frac{\beta}{t_e} \right) \left( \alpha_u \exp \left( - \left( \frac{t}{t_e} \right)^\beta \right) \right) \left( \exp \left( \frac{E_a}{R} \left( \frac{1}{T_r} + \frac{1}{T_e} \right) \right) \right) \quad (A.6)$$

where $c$ is the cementitious materials content (g/m$^3$). Dependence on temperature in the last term accounts for the fact that hydration is not only exothermic, but it is also a thermo-activated process. The rate of heat release depends on the three hydration parameters, $\alpha_u$, $\tau$, and $\beta$ that, in turn, depend on cementitious materials composition and proportioning. The following dependencies were established through multi-variate regression analyses based on 204 concrete mixtures with a wide range of compositions. The cement phases were established by either Rietveld analysis or Bogue calculations [104]. For the case of Bogue calculations:

$$\alpha_u = \frac{1.031 w/cm}{0.194 + w/cm} + \exp \left( 0.0885 - 13.7 p_{C_4AF} p_{cem} - 283 p_{Na_2O + 0.658 K_2O} p_{cem} - 9.50 p_{FA} p_{FA-CaO} - 339 WRRET - 95.4 PCHWRWR \right) \quad (A.7)$$
Figure A.1: Relationships between concrete hydration and strength development at early ages [114]
\[ \tau = \exp \left( 2.92 - 0.757 p_{C_3S} p_{cem} + 98.8 p_{Na_2O} p_{cem} + 1.44 p_{slag} \\
+ 4.12 p_{FA} p_{FA-CaO} - 11.4 ACCL + 98.1 WRRET \right) \]  
(A.8)

\[ \beta = \exp \left( -0.464 + 3.41 p_{C_3A} p_{cem} - 0.846 p_{slag} + 107 WRRET \\
+ 33.8 LRWR + 15.7 MRWR + 38.3 PCHRWR + 8.97 NHRWR \right) \]  
(A.9)
Appendix B

Model components

B.1 Temperature field modeling

The governing differential equation for heat conduction is

$$\nabla \cdot (\lambda \nabla T) + \rho c_p \frac{Q}{c_p} = \rho c_p \frac{\partial T}{\partial t} \quad (B.1)$$

in which $T$ is temperature (K), $Q$ is the rate of heat production (J/(kg·s)), $\lambda$ is thermal conductivity (W/(m·K)), $\rho$ is mass density (kg/m$^3$), and $c_p$ is specific heat capacity (J/(kg·K)).

The boundary conditions for Eq. B.1 involve either prescribed temperatures or heat flux across the boundary. For bridge deck systems, heat exchange with the environment is of primary importance. Herein, the following types of heat exchange are modeled:

- Convection - Convective heat exchange across exposed surfaces depends on the difference between the solid surface temperature $T_s$ and that of the surrounding ambient medium $T_a$

$$q_{\text{conv}} = \Lambda_T (T_s - T_a) \quad (B.2)$$

where $\Lambda_T$ is the coefficient of convective heat transfer, which depends on wind speed [20] and other conditions [74].

- Solar radiation - The amount of solar radiation reaching the concrete surface depends on several factors including the structure’s location,
surface orientation, altitude, atmospheric conditions, time of day, and
day of the year. Incoming heat due to solar radiation is

\[ q_{\text{sun}} = \gamma_{\text{abs}} q_{\text{inc}} \]  \hspace{1cm} (B.3)

in which \( \gamma_{\text{abs}} \) is the solar absorptivity of the concrete and \( q_{\text{inc}} \) is the
incident solar radiation acting on a horizontal surface (W/m\(^2\)). Solar
absorptivity is influenced by the concrete composition, moisture content,
and age, as well as the color and texture of the concrete surface [77].
Values for incident solar radiation can be obtained from analysis of
solar energy processes [48] or from recorded weather data for the time
period and region of interest. Figure 4.5 shows typical measured solar
radiation intensities for both clear and overcast days.

- Thermal radiation - Heat loss to the surroundings due to grey-body
radiation is calculated using

\[ q_{\text{sky}} = \sigma \epsilon (T_{sK}^4 - T_{\text{sky}}^4) \]  \hspace{1cm} (B.4)

where \( \sigma \) is the Stefan-Boltzmann constant \( (5.669 \times 10^{-2} \text{ W/(m}^2 \cdot \text{K}^4)) \),
\( \epsilon \) is the emissivity of the concrete (= 0.9, in this study), and \( T_{sK} \)
is the
temperature of the concrete surface (K). \( T_{\text{sky}} \) is the sky temperature,
which depends on the sky emissivity, the dew point temperature, and
the cloud conditions [20]. If not available, dew point temperatures
can be calculated from the recorded temperature and relative humidity
data [73].

Heat exchange also occurs due to evaporation and condensation, but those
mechanisms are considered to be of secondary importance for ordinary con-
crete structures. Some other relevant aspects of the thermal analyses are:

- The heat capacity of the cement paste is estimated using an approach
given by Bentz [21], in which heat capacity is a function of degree of
reaction of the cement. The heat capacity of the concrete is then de-
termined from the heat capacities of the cement paste and aggregates,
according to the mass fractions of each using an ordinary rule of mix-
tures.

- Thermal conductivity of the concrete is estimated by taking the average
of the Hashin-Shtrikman bounds for a two-phase composite formed of
paste and aggregates [21].
Figure B.1: Lattice model for thermal and hygral field analyses

For the lattice modeling of heat conduction, the material continuum is represented by a collection of 1D elements connected on a semi-random collection of nodal points (Fig. B.1). The topology of the lattice is defined by the Delaunay tessellation of the nodal points. Each edge of the Delaunay tessellation, connecting natural neighbor nodes $i$ and $j$, acts as a lineal conduit element. A semi-discrete form of Eq. B.1 serves as the basis for this lattice modeling of heat conduction.

$$\mathbf{M}\dot{\mathbf{H}} + \mathbf{K}\mathbf{H} = \mathbf{f} \quad (B.5)$$

where the capacity $\mathbf{M}$ and conductivity $\mathbf{K}$ matrices are assembled from their respective elemental contributions:

$$\mathbf{M}_e = \frac{h_{ij}A_{ij}}{6d} \begin{bmatrix} 1 & 2 \\ 2 & 1 \end{bmatrix} \quad (B.6)$$

$$\mathbf{K}_e = D\frac{A_{ij}}{h_{ij}} \begin{bmatrix} 1 & -1 \\ -1 & 1 \end{bmatrix} \quad (B.7)$$

in which $A_{ij}$ is the area of the Voronoi facet associated with nodes $i$ and $j$, $h_{ij}$ is the distance between the nodes, and $D$ is thermal diffusivity ($= \lambda/\rho c_p$). In the element capacity matrix, $d = 1, 2, \text{ and } 3$ for 1D, 2D, and 3D networks, respectively. For each time step, Eq. B.5 is solved using the Crank-Nicholson method [78] in conjunction with a fixed-point algorithm.
to achieve convergence. That is, Eq. B.5 is solved and corrected (for the dependencies of $Q$ on $T$ and $c$ on $\alpha$) until the $L^2$ norm of the difference of nodal temperature values between iterations is satisfactorily small.

Thermal strains in the elastic material arise from changes in temperature at the lattice nodes:

$$\Delta \varepsilon^T = \beta_T \Delta T$$  \hspace{1cm} (B.8)

where $\beta_T$ is the coefficient of thermal expansion (CTE) and $\Delta T$ is the difference in nodal temperature over the time step. Equation B.8 uses the average of $\Delta T$ calculated at the nodes of a given element; $\Delta \varepsilon^T$ is then introduced in the axial direction of the corresponding element.

The value of $\beta_T$ depends on several factors, including moisture content and the type of aggregate. The dependence on moisture content is particularly strong, such that $\beta_T$ is significantly larger during the setting process and for several hours thereafter [66, 84, 117]. To account for this behavior, the coefficient of thermal expansion is modeled as indicated in Table B.1, in which $\alpha_{Th}$ is the CTE of hardened concrete and $\chi$ represents the magnification of CTE prior to final setting. The relationship between $\beta_T$, degree of reaction $\alpha$, and the setting parameters ($\alpha_0i$, $\alpha_0$, and $\varphi$, as described by Krauß and Rostásy [71]) is shown in Fig. B.2.

<table>
<thead>
<tr>
<th>$\alpha_T/\alpha_{Th}$</th>
<th>hydration degree interval</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\chi - (\chi - 1)(\alpha/\alpha_0 - 1)/\gamma - 1$</td>
<td>$\chi &lt; \alpha &lt; \gamma\alpha_0$</td>
</tr>
<tr>
<td>1</td>
<td>$\alpha \geq \gamma\alpha_0$</td>
</tr>
</tbody>
</table>

Table B.1: Modeling of coefficient of thermal expansion

Based on measurements of Kada et al. [66] for various high-performance concrete mixtures, $\chi = 3.5$ has been assumed herein. Similar large variations were observed for cement pastes and mortars in other studies [134].

### B.2 Moisture field modeling

The moisture field within the concrete varies with time due to both autogenous and drying effects. Using relative humidity $h$ as the field variable [18, 64], the governing differential equation can be expressed as

$$\frac{\partial h}{\partial t} = \text{div}(D_h(h)\text{grad}h) + \frac{\partial h_s}{\partial t}$$  \hspace{1cm} (B.9)
Figure B.2: Assumed relationship between coefficient of thermal expansion and degree of cementitious materials reaction

where $D_h$ is hygral diffusivity and $h_s$ is the relative humidity associated with self-desiccation. Herein, $h_s$ is assumed to be a function of degree of hydration [95]

$$h_s = (h_{su} - 1) \left( \frac{\alpha}{\alpha_u} \right)^s + 1$$  \hspace{1cm} (B.10)

where $h_{su}$ is the asymptotic value of relative humidity as $\alpha/\alpha_u$ approaches unity under sealed conditions. Parameter $s$ controls the rate of humidity drop and is thought to depend on w/c [95].

Various expressions have been used to represent the dependence of hygral diffusivity on moisture content of the material. Herein, the expression of di Luzio and Cusatis is employed [45].

$$D_h(h, T) = \psi(T)D_1 \left[ 1 + \left( \frac{D_1}{D_0} - 1 \right) (1 - h)^n \right]^{-1}$$  \hspace{1cm} (B.11)

where

$$\psi(T) = \exp \left( \frac{E_a}{R} \left( \frac{1}{T_0} - \frac{1}{T} \right) \right)$$  \hspace{1cm} (B.12)

which represents the influence of temperature on diffusivity. $D_1$ ($m^2/h$) is the diffusivity in the saturated state ($h = 1$), $D_0$ ($m^2/h$) is the diffusivity of the fully dried material ($h = 0$), and $T_0$ is the reference temperature (K). Parameter $n$ controls the position of the diffusivity drop as the concrete
Figure B.3: Modeling the dependence of hygral diffusivity on relative humidity according to Eq. B.11

dries from a saturated state (Fig. B.3). The temperature dependence of $D_h$ is deemed to be important, since concrete bridge decks may experience significant solar heating during the day and cooling at night. For a portland cement concrete, the dependence of diffusivity on water-to-cement ratio, $w/c$, can be represented by \[ [45] \]

\[
D_0 = \bar{D}_0 \left( \frac{w}{c} \right)^3 \quad \text{and} \quad D_1 = \bar{D}_1 \left( \frac{w}{c} \right)^{2.5} \quad (B.13)
\]

where $\bar{D}_0$ (m$^2$/h) and $\bar{D}_1$ (m$^2$/h) are material parameters.

Convective transport of moisture across exposed surfaces is governed by

\[
q_h = \Lambda_h (h - h_a) \quad (B.14)
\]

in which $\Lambda_h$ is the hygral convection coefficient and $h_a$ is the ambient relative humidity.

The lattice representation of the hygral field, and its solution procedure, are analogous to that of the thermal field (i.e., the lattice elements can be viewed as conduits that transfer moisture between nodes of differing relative humidity). This approach was developed by Sadouki and van Mier [111] and later adapted to this form of random lattice [28, 127].

At this stage of model development, it is assumed that the diffusion process is uncoupled from the mechanical behavior of the material and any damage incurred during mechanical or hygral loading. Shrinkage strains in the elastic material arise from changes in relative humidity at the lattice nodes.
A constant hygral shrinkage coefficient $\beta_h$ is used in this one-way coupling of the hygral and mechanical analyses

$$\Delta \varepsilon^h = \beta_h \Delta h$$  \hspace{1cm} (B.15)

where $\Delta h$ is the difference in nodal relative humidity over the time step. Equation B.15 uses the average of $\Delta h$ calculated at the nodes of a given element and $\Delta \varepsilon^h$ is then introduced in the axial direction of the corresponding element.

## B.3 Displacement field modeling

### B.3.1 Formulation of rigid-body-spring elements

A structural element is defined by two neighboring nodes, $i$ and $j$, and their common Voronoi facet (Fig. 3.2). The element stiffness relations are based on a zero-size spring set, located at the area centroid (point $C$) of the Voronoi facet, and connected to the element nodes via rigid-arm constraints. The spring set consists of three axial springs, oriented normal and tangential to the facet, and three rotational springs about the same local ($n$-$s$-$t$) axes. The stiffness coefficients of the axial springs are:

$$k_n = \xi k_s = \xi k_t = \frac{E A_{ij}}{h_{ij}},$$  \hspace{1cm} (B.16)

where $A_{ij}$ is the Voronoi facet area; $h_{ij}$ is the distance between nodes $i$ and $j$; factor $\xi$ relates the normal and shear spring stiffnesses, which can be adjusted to simulate macroscopic Poisson ratio of the material. For $\xi = 1$, which is used herein, the lattice is elastically homogeneous under uniform modes of straining [27], although Poisson ratio $\nu = 0$. Correct representation of the Poisson effect, both macroscopically and in an element-local sense, has recently been accomplished using an iterative procedure [3]. The stiffness coefficients of the rotational springs are:

$$k_{\phi n} = E \frac{J_p}{h_{ij}}, \quad k_{\phi s} = E \frac{I_{11}}{h_{ij}}, \quad k_{\phi t} = E \frac{I_{22}}{h_{ij}},$$

where $J_p$ is the polar second moment of the facet area, and $I_{11}$ and $I_{22}$ are the two principal second moments of the facet area. Directions $s$ and $t$ are
aligned with the facet principal axes. The spring constants appear on the diagonal of the material matrix, $D$, given by

$$D = (1 - \omega) \text{diag} \left[ k_n, k_s, k_t, k_{\phi n}, k_{\phi s}, k_{\phi t} \right]$$

(B.18)

where $\omega$ is a scalar damage parameter used to model material fracture. Prior to fracture initiation, $\omega = 0$. The element stiffness matrix (with respect to element local coordinates) is

$$K_e = B^T DB.$$  

(B.19)

in which $B$ relates the generalized spring displacements and nodal displacements [27]. After transforming $K_e$ to global coordinates, the direct stiffness approach is used to assemble element stiffness matrices and internal force contributions into the structural equation set

$$K \Delta u = (R + F)$$  

(B.20)

in which $\Delta u$ is the increment in generalized nodal displacements; $K$ is the system stiffness matrix assembled from the elemental components; $R$ and $F$ are the external and internal nodal force vectors, respectively.

After each equilibrium iteration within a load increment, the spring set forces of each element $ij$ are updated based on $\Delta u$ and the spring stiffnesses (Eqs. B.16 and B.17), which are related through the rigid-body constraints. The tensile stress resultant acting in a given element is

$$\sigma_R = \frac{\sqrt{F_n^2 + F_s^2 + F_t^2}}{A_{ij}^P}$$

(B.21)

where $F_n$, $F_s$, and $F_t$ are the forces in the normal and two tangential springs, respectively; and $A_{ij}^P$ is the projection of the Voronoi facet area of element $ij$ on a plane perpendicular to the force resultant. A planar representation of this concept is shown in Fig. B.4a, where $\theta_R$ indicates the inclination of the force resultant relative to the element axis; and $s_{ij}$ is the length of the Voronoi segment common to nodes $i$ and $j$, such that $A_{ij}^P = b s_{ij} \cos \theta_R$ where $b$ is the element thickness. The dimension of $h_{ij} \cos \theta_R$ represents the crack band width [19].

Tensile fracture is simulated using an event-by-event approach [107, 116], in which the element with the largest stress ratio $\kappa = \max \left[ \sigma_R/f(\alpha, w) \right] \geq 1$
undergoes fracture. At degree of hydration $\alpha$, residual tensile strength $f(\alpha, w)$ is defined by a softening relation in terms of crack opening $w$ (Fig. B.4b). This approach provides energy conserving, grid-insensitive simulations of tensile fracture, as confirmed by previous studies [27, 30].

The spring set properties evolve with degree of cementitious materials hydration. Creep and stiffness development are based on solidification and microprestress theory, as described in the next section. The development of tensile strength is represented by

$$f(\alpha) = f(\alpha_u) \left( \frac{\alpha - \alpha_0}{\alpha_u - \alpha_0} \right)^\zeta \quad \text{for} \quad \alpha \geq \alpha_0 \quad (B.22)$$

where $f(\alpha_u)$ is the tensile strength at the ultimate degree of hydration; $\alpha_0$ is the degree of hydration associated with setting; and coefficient $\zeta = 1$ when tensile strength is being modeled [42, 71]. The softening relation evolves as a function of degree of hydration, as shown in Fig. B.4b where $r$ is the fraction of ultimate tensile strength acting at hydration degree, $\alpha$. By holding $w_c$ constant, fracture energy (i.e., the area under the softening curve) grows with degree of hydration, whereas the characteristic length decreases [49, 96, 44]. Kinetics of the reaction are also influential and can be modeled [35, 46], but are neglected herein for the sake of simplicity and in light of the
uncertainties in the model inputs. In Eq. B.22, strength development depends phenomenologically on the degree of hydration.

If \( f \) is based on a short duration tensile test, cracking occurs at \( \sigma_R/f < 1 \) under sustained loading due to the occurrence of tertiary creep. From uniaxial tension tests, Domone [47] found that creep rupture occurs when the sustained stress exceeds 0.75 \( f \). Altoubat and Lange [1] measured the fraction of tensile strength acting at the time of cracking to be about 0.60 to 0.64 for split cylinder tests, and 0.75 to 0.80 for uniaxial tension tests. van Breugel found that, under longer duration loading caused by self-induced stress, early-age cracking occurs at about 0.75 \( f \) [126]. From beam tests, Wittmann et al. [53] determined the stress at failure to be less than the tensile strength (measured by a short duration test) by a factor of 0.6 to 0.8. Emborg [50, 49] reports that for low loading rates, such as those associated with the cooling of mass concrete, the reduction factor applied to tensile strength is about 0.7. A reduction factor of 0.7 is assumed for the parametric analyses presented in Section 4.3.
B.3.2 Stiffness and creep representation

The stiffness and creep of concrete are modeled using solidification and microprestress theory [17, 16, 46]. In effect, the axial (n-component) springs of the rigid-body-spring network have been replaced with the series construct shown in Fig. B.5. The construct consists of: 1) a spring representing instantaneous elastic deformation, $\varepsilon^i$; 2) a chain of $m$ solidifying Kelvin units representing viscoelastic creep, $\varepsilon^v$; 3) an aging dashpot with viscosity that is dependent on microprestress, $\varepsilon^f$; and 4) a unit representing the combination of thermal strain, $\varepsilon^T$, and hygral strain, $\varepsilon^h$. The shear (s- and t-component) springs of the rigid-body-spring network are replaced by the same construct, but without the thermal and hygral unit. Superposition of the individual strain units, and differentiating their values with respect to time, produces the total strain rate:

$$\dot{\varepsilon} = \dot{\varepsilon}^i + \dot{\varepsilon}^v + \dot{\varepsilon}^f + \dot{\varepsilon}^h + \dot{\varepsilon}^T \quad (B.23)$$

The relationship between instantaneous strain rate and uniaxial stress rate, $\dot{\sigma}$, can be expressed by

$$\dot{\varepsilon}^i = q_1 \dot{\sigma} \quad (B.24)$$

where $q_1$ (MPa$^{-1}$) is an age independent parameter.

According to solidification theory, viscoelastic strains arise from creep of the solidified hydration products (which are mainly calcium-silicate-hydrate gels) whose properties do not change with age. Viscoelastic microstrain has the following formulation:

$$\gamma = \int_0^t \Phi(t_r(t) - t_r(\tau)) \dot{\sigma} d\tau \quad (B.25)$$

in which $t_r(t)$ is a reduced time function that accounts for the effects of temperature and humidity on fine-scale creep processes; $\Phi(t - t_0)$ represents the non-aging micro-compliance function of cement gel, which can be defined as

$$\Phi(t - t_0) = q_2 \ln [1 + (t - t_0)^{0.1}] \quad (B.26)$$

where $t - t_0$ is the load duration, and $q_2$ (MPa$^{-1}$) is an adjustable model parameter [17].

Aging of the cement paste matrix is attributed to accumulation of the solidified hydration products. The viscoelastic micro- and macro-strain rates
are related as follows:

\[ \dot{v}(t) = \frac{1}{v(\alpha)} \dot{\gamma} \]  

(B.27)

where \( v(\alpha) \) is an aging function, representing the volume fraction of solidified material at degree of hydration, \( \alpha \). Following di Luzio and Cusatis [46], the aging function is expressed as:

\[ v(\alpha) = \left[ \frac{\alpha}{\alpha_u} \right]^{n_\alpha} \]  

(B.28)

where \( n_\alpha \) is an adjustable model parameter. This relation provides a consistent basis for the simulation of aging, particularly when considering cementitious material blends that involve multiple chemical reactions.

The determination of viscoelastic microstrains, \( \gamma \), using the history integral formulation of Eq. B.25 is computationally expensive, even for modest numbers of degrees of freedom. The problem is therefore recast as a rate formulation based on a Dirichlet series expansion of \( \Phi(t - t_0) \). Details regarding this approximation, the determination of viscoelastic compliance, and other aspects of the numerical implementation of the viscoelastic creep model are given elsewhere [17, 46].

According to the microprestress theory [17], hindered adsorbed water produces a disjoining pressure within the micropores, which induces a microprestress in the solidified material. For modeling purposes, microprestress \( S \) is defined as the average stress acting on bonds that bridge the micropores. Viscous creep results from shear slip caused by the breakage of overstressed bonds. Under varying temperature and humidity conditions, the viscous creep flow is

\[ \dot{\varepsilon}^f(t) = \psi(t) \frac{\sigma(t)}{\eta(S)} \]  

(B.29)

where the viscosity \( \eta \) is a decreasing function of the microprestress, which is given by

\[ \frac{1}{\eta(S)} = q_4 \kappa_0 S \]  

(B.30)

where \( q_4 \) (MPa\(^{-1}\)) and \( \kappa_0 \) are adjustable parameters [46]. The evolution of microprestress is governed by

\[ \dot{S} + \psi_S \kappa_0 S^2 = \kappa_1 \dot{T} \ln(h) + T \frac{\dot{h}}{h} \]  

(B.31)
where $\kappa_1$ is a model parameter. In the above formulation, $\psi$ and $\psi_S$ are reduced time coefficients representing the effects of temperature and relative humidity on the creep processes and microprestress evolution, respectively. The coefficient applied to the creep processes is

$$
\psi = (0.1 + 0.9h^2) \exp \left[ \frac{E_v}{R} \left( \frac{1}{T_0} - \frac{1}{T(t)} \right) \right]
$$

where $E_v$ is the activation energy ($E_v/R \approx 5000$ K). The coefficient applied to microprestress evolution, $\psi_S$, takes the same form except that activation energy $E_S$ replaces $E_v$ ($E_S/R \approx 3000$ K). Microprestress can be determined from a central difference approximation of Eq. B.31. Details of this determination, and other aspects of the viscous creep modeling, are provided elsewhere \cite{17, 46}.
Appendix C

Validation exercises and needs

Past work has validated several capabilities of this form of lattice model. In particular, the lattice model:

- is elastically homogeneous under uniform modes of straining (i.e., the collection of 1D elements behaves as a continuum) [29, 30]. Likewise, simulations of steady-state potential fields are not biased by the use of 1D elements [4],

- provides results for transient analyses of potential fields (e.g., temperature) that agree precisely with theory for simple cases and FEM benchmarks for more complicated cases [28], and

- provides energy conserving, grid insensitive representations of tensile fracture [27, 30]. The simple, accurate means by which this is done can be viewed as an advantage over finite element methods.

Examples provided in the following subsections validate several additional capabilities, which have been newly introduced as parts of this project.

C.1 Stiffness and basic creep development

Solidification and microprestress theory [16, 46] is used to simulate property development and creep processes. The implementation of the theory is validated for the case of basic creep. Although numerous creep test data are available for comparison, cases of early age loading are of primary interest.
The results of Laplante [72] have been commonly used as a benchmark for creep behavior beginning with loading at 24 h [35, 46].

Cylindrical specimens were loaded at 1, 3, 7, and 28 days after casting [72]. The specimens were sealed to prevent moisture exchange between the concrete and environment. The specimens were loaded at 30% of the concrete strength at each respective age.

For the creep simulations, the cylindrical specimens are discretized as shown in Fig. C.1. The cylinder dimensions of 100 mm by 200 mm differ from those of the experiment [72], but that is irrelevant for the simulation of basic creep of a material with uniform properties. A compressive load is applied uniformly over the top and bottom faces of the cylinder without lateral restraint. Each element of the lattice is a spring-dashpot construct that also accounts for hygral and thermal effects, as shown in Fig. 3.5.

At $t = 0$, the freshly cast concrete is assumed to be saturated ($h = 1$). The radial surface of the concrete exchanges heat with the environment (at $T = 21^\circ C$, as recorded in the experiment) via a convective boundary condition. The cement composition is required as model input, as indicated
in Appendix A. For this simulation, a typical ASTM Type I cement was assumed [87]: \( C_3S = 55\%; \ C_2S = 22\%; \ C_3A = 10\%; \ C_4AF = 8\%; \) and Blaine fineness = 365 m\(^2\)/kg. Regarding the creep model parameters, the following single set of values has been used for the series of simulations: \( q_1 = 11.5 \times 10^{-6}/\text{MPa}; \ q_2 = 28 \times 10^{-6}/\text{MPa}; \ q_4 = 0.18 \times 10^{-6}/\text{MPa}; \) and \( n_\alpha = 1.6 \). These values agree well with those adopted by di Luzio and Cusatis [46] for the same series of specimens.

Comparisons of the model and experimental results are presented in Fig. C.2. The simulation results are reasonably accurate except for the case of 3-day loading, for which the experimentally measured creep values are significantly underestimated. Creep associated with microprestress is activated by changes in temperature and internal humidity of the concrete [46]. Although moisture exchange with the environment is prevented by sealing, free water is consumed by the hydration process and such drying activates creep due to microprestress (i.e., the model simulates the effects of self-desiccation on creep).

Due to the lack of friction on the planes of load application, all material points are in a state of uniaxial compression. Neglecting the effects of
non-uniform temperature within the specimen, due to heat exchange with the environment, the cylinder model of Fig. C.1 should provide precisely the same results as a single element aligned with the loading direction. Such a comparison is given in Fig. C.3. The small difference between the 1-day loading curves is attributable to the accounting of heat of hydration in the cylinder model, whereas the single element was held at the ambient temperature of 21°C. The differences in loading curves are shown in Fig. C.4. Heat of hydration increases the degree of reaction, albeit only slightly for the case of a small cylindrical test specimen. At later ages of loading, the differences in degree of hydration are insignificant, such that the creep deformation curves are indistinguishable.

## C.2 Strength development

Strength development is assumed to be a function of the degree of cementitious materials reaction, as described in Appendix B.3. For compressive
Figure C.4: Heat of hydration and its effect on load-induced deformation
strength development, Eq. B.22 becomes

\[ f_c(\alpha) = f_c(\alpha_u) \left( \frac{\alpha - \alpha_0}{\alpha_u - \alpha_0} \right)^\zeta \]  \quad \text{for} \quad \alpha \geq \alpha_0 \quad (C.1)

where \( f_c(\alpha_u) \) is the asymptotic limit of compressive strength with time and \( \alpha_0 \) is the degree of reaction associated with concrete setting. Herein, exponent \( \zeta \) is assigned the typical value of 1.5 [71]. Figure C.5 compares estimated strength values with those of the Laplante study, which was considered in the previous section. Strengthening commences for \( \alpha \geq \alpha_0 \). Strength simulations based on the chosen range of \( \alpha_0 \) (from 0.10 to 0.25) bracket the early-age test results and provide reasonably good estimates of strength development at later times.

### C.3 Autogenous and drying shrinkage

The series of tests of Yang et al. [136] is simulated. The test program involved the autogenous and drying shrinkage testing of blended cement concrete at three water-to-binder ratios: 0.25, 0.35, and 0.45. The binder consisted of ordinary portland cement and ground blast furnace slag at a 50:50 proportion. The blast furnace slag was finely ground, having a Blaine fineness

![Strength development as a function of degree of hydration: dependence on setting parameter, \( \alpha_0 \)]
of 600 m²/g, which likely accentuated autogenous shrinkage. For each w/b value, both autogenous shrinkage and drying shrinkage tests were conducted using 100×100×400 mm³ prisms. When considered, drying was initiated at 1, 3, or 7 days. The 3-day and 7-day tests are simulated hereafter. Results from the 1-day drying experiments exhibit a qualitatively different trend that could not be captured using the same set of model parameters.

For the lattice modeling of the tests, symmetry conditions are exploited such that 1/8 of the prism volume is discretized (Fig. C.6). Heat and moisture exchange occur across the exterior surfaces. To enforce symmetry boundary conditions, heat and moisture exchange are prevented across the planes of symmetry. In addition, nodes along the planes of symmetry do not move normal to those planes of symmetry. Nodes were placed at the ends of the prism, along the longitudinal axis, to serve as gage points for calculating longitudinal strain. Nodal density has been reduced within the core of the specimen where temperature and hygral gradients are relatively small.

The concrete mixture parameters, used as input to the hydration routines, are: cement content c = 170 kg/m³; and slag content s = 170 kg/m³. Chemical composition of the portland cement fraction was not reported, so that values typical for Type I OPC have been used for the hydration model calculations. Humidity change due to self-desiccation and concrete diffusivity are represented by Eqs. B.10 through B.13 with the parameter values given in Table C.1. The large $h_{su}$ values are due, in part, to the high volumes of finely ground slag in the concrete mixtures.

Table C.1: Parameter settings for simulations of autogenous and drying shrinkage

<table>
<thead>
<tr>
<th>Parameter</th>
<th>w/c = 0.25</th>
<th>w/c = 0.45</th>
</tr>
</thead>
<tbody>
<tr>
<td>$D_0$</td>
<td>0.017 mm²/h</td>
<td>0.017 mm²/h</td>
</tr>
<tr>
<td>$D_1$</td>
<td>9 mm²/h</td>
<td>9 mm²/h</td>
</tr>
<tr>
<td>$n$</td>
<td>6</td>
<td>5</td>
</tr>
<tr>
<td>$h_{su}$</td>
<td>0.76</td>
<td>0.88</td>
</tr>
<tr>
<td>$s$</td>
<td>1.4</td>
<td>3.0</td>
</tr>
<tr>
<td>$\Lambda_h$</td>
<td>0.25 mm/h</td>
<td>0.25 mm/h</td>
</tr>
<tr>
<td>$\beta_h$</td>
<td>0.0025</td>
<td>0.0021</td>
</tr>
</tbody>
</table>
Figure C.6: Discretization for shrinkage test simulations: a) dimensions (in mm); b) lattice representation; and c) volume rendering of prism specimens
Figure C.7: Autogenous and drying shrinkage simulations
The simulated shrinkage strains are compared with the experimental values in Fig. C.7. The overall trends are captured well particularly for the autogenous shrinkage strain curves, which are relatively easy to fit. The appearance of the curves matches those reported by Kim et al. [69]. For the cases of drying, however, the experimental results exhibit sustained high rates of shrinkage in the first few days. That behavior can be simulated more precisely by increasing the diffusivity and/or hygral coefficient of the concrete, but then the ultimate shrinkage values are too large. The model is limited to the service range of loading (i.e., linear behavior, including creep) and does not account for the nonlinear effects of microcracking and creep damage under sustained high loading. Ultimately, those effects need to be incorporated into the analyses.

C.4 Simulation of restrained ring test

The restrained ring test is a means for assessing the early-age cracking potential of a concrete mixture. Due to its simple experimental setup and operation, and the fact that measurements can be made from the time of casting onward, it is also an effective means for model validation.

Restrained ring tests were conducted as a means for validating the lattice model. The mixture parameters were chosen to promote early-age shrinkage and are summarized in Table C.2. The ring setup, shown in Fig. C.8, and testing procedure were according to ASTM C1581 specifications [8]. For each specimen, two strain gages were attached to opposing sides of the inner radius of the steel ring. Gage readings were recorded using an automated data acquisition system based on NI LabVIEW. After casting, the specimens where covered with a vapor barrier until the time of form removal and exposure to the environment at 2 days. The upper surfaces of the concrete rings were sealed with aluminum tape so that drying occurred from the outer circumferential face of the concrete ring.

Both the concrete matrix and the steel ring are represented by a lattice model (Fig. C.9). A two-dimensional simulation is conducted, which is reasonable considering the axisymmetric nature of moisture consumption and movement. Moisture transport does not occur in the vertical \( (z) \) direction due to sealing of the top and bottom surfaces in the experiment. The top and bottom surfaces are also assumed to be thermally insulated, which is an approximation.
Figure C.8: Restrained ring test setup prior to concrete casting

Figure C.9: Lattice model representation of restrained ring test
Figure C.10: Strain development due to heat of hydration, autogenous shrinkage, and drying shrinkage.
### Table C.2: Concrete mixture proportions (kg/m³)

<table>
<thead>
<tr>
<th>Constituents</th>
<th>Mixture 1</th>
<th>Mixture 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>cement</td>
<td>526</td>
<td>526</td>
</tr>
<tr>
<td>fine aggregate</td>
<td>1590</td>
<td>1590</td>
</tr>
<tr>
<td>water</td>
<td>263</td>
<td>263</td>
</tr>
<tr>
<td>steel fibers</td>
<td>-</td>
<td>74.8</td>
</tr>
</tbody>
</table>

Strains develop in the steel ring due to thermal and hygral effects (Fig. C.10). Soon after mixing of the concrete, heat of hydration of the cement causes thermal expansion of the steel ring. This is seen in both the experimental and simulation results. After about 8 to 12 h, cooling and autogenous shrinkage of the concrete cause contraction of the steel ring. Due to autogenous shrinkage, the steel ring exhibits compressive strain before the concrete is exposed to the drying environment. Drying commences with form removal 2 days after casting, initiating rapid shrinkage of the outer portions of the concrete ring. This shrinkage, along with concrete creep, produces the upward non-linear trend in steel strain seen in Fig. C.10. The good agreement between experimentally and numerically simulated strains in Fig. C.10 validates basic capabilities of the model.

The simulation model does not yet account for creep damage, which is thought to be significant as the tensile stresses in the concrete approach the tensile strength. For this reason the simulation was not continued beyond about 4 days. In a separate study, using simplified models for property evolution and cracking, the beneficial effects of the fiber additions are demonstrated [67].

### C.5 Structural displacements

#### C.5.1 Half-span simulations

Validation exercises are conducted to support the 3D simulations of the Markham Ravine Bridge deck. For the half-span discretization shown in Fig. C.11, simulated displacements of the deck/gird system due to self-weight are compared with theory in Fig. C.12. Two cases have been considered, in which the model represents: 1) a cantilevered beam; and 2) the symmetric portion of a span where both ends are fixed (Fig. C.13). The
Figure C.11: Discretization of symmetric (half-span) portion of Markham Ravine Bridge deck

Elastic curves are based on beam theory, supplemented to account for shear deformations.

According to Euler-Bernoulli beam theory

\[
\frac{d^2 v}{dz^2} = \frac{-M(z)}{EI}
\]  

(C.2)

where flexural rigidity \( EI \) is based on uniform properties over the cross section. Integrating twice and applying the appropriate boundary conditions, the flexural components of the elastic curve for cases 1 and 2 are

\[
v(z) = -\frac{w}{2EI} \left( \frac{z^4}{12} - \frac{Lz^3}{3} + \frac{L^2z^2}{2} \right)
\]  

(C.3)

and

\[
v(z) = -\frac{w}{24EI} (z^4 - 2Lz^3 + L^2z^2)
\]  

(C.4)

respectively, where \( w \) is self-weight per unit length of the girder. With respect to shear deformation

\[
\frac{dv}{dz} = -\frac{V(z)}{kAG}
\]  

(C.5)

in which \( A \) is the total section area; \( G \) is the shear modulus; and the shape factor is approximated as \( k = A_w/A \), where \( A_w \) is the area of the web. Integrating once and applying the boundary conditions yields the component of the elastic curve associated with shear deformation.

\[
v_s(z) = -\frac{w}{kAG} (Lz - z^2/2)
\]  

(C.6)

As seen in Fig. C.12, the simulated elastics curves for each case agree well with theory.
Figure C.12: Elastic curves due to girder self-weight. The theoretical curves account for both flexural and shear deformation.

Figure C.13: Deformation pattern for the symmetric portion of a span where both ends are fixed.
Figure C.14: Bending stress in deck under gravity loading

As an additional check on the accuracy of the mechanical model, bending stress is calculated according to

$$\sigma_{zz} = \frac{M(z)y}{I}$$  \hspace{1cm} (C.7)

where $y$ is the height of the measurement point relative to the section centroid. Figure C.14 compares model results for bending stress along the length of the beam with values obtained from Eq. C.7. The point of interest is mid-depth of the deck. The stress values obtained from the model and theory are in good agreement.

### C.6 Validation needs

The practical value of computational models depends on their validity with respect to accurately simulating real-world behavior within the application area. In other words, the model must accurately represent the real-world behavior for a sufficiently large region within the design parameter space.

Verification and validation of computational models is a mature subject in some fields, such as computational fluid dynamics [108]. Figure C.15
Figure C.15: Framework for Verification and Validation of computational models (ASME, 2012)
Figure C.16: Use of laboratory data to validate model simulations of field performance (*Caltrans Photography Catalog Set #7861)

presents a framework for verification and validation [6]. As implied by the figure, validations are made through comparisons with physical models of the end-applications. This follows from the ability to generate sufficient data from physical (i.e. laboratory) models. Due to the scarcity of field data, it is atypical to validate computational models via comparisons with the end-applications.

As an example, early-age cracking performance can be studied using the restrained ring test [8, 61]. In this sense, the restrained ring test becomes a physical model of concrete within the freshly cast bridge deck. Some of the restraint mechanisms are represented, but a full accounting of design parameters and their ranges is lacking.

A full factorial examination of the discretized parameter space involves $N$ test cases

$$N = n_1 n_2 n_3 \cdots n_k$$

in which $k$ is the number of parameters and $n_i$ represents the number of different values assignable to parameter $i$. This large number of test cases presents several problems.

- Laboratory data serve to validate models (Fig. C.16), but cover only a small portion of the parameter space associated with the application domain. This is schematically illustrated in Fig. C.17 for the hypothetical case of two design parameters, $\chi_1$ and $\chi_2$.

- There are uncertainties with respect to both model accuracy and the
assignable values to each design parameter.

- The production of practical, validated models will involve compromises between model simplicity and the accuracy with which physical processes (and their mutual couplings) are represented.

In lieu of having a complete data set for validation, model credibility is improved by increased physical bases. Free parameters, specified through calibration processes, are often invalid for cases outside of the data set used for calibration. Existing designs can be used as bases from which to conduct sensitivity analyses, although such explorations might be confined to the neighborhoods of local optima.
Appendix D

Plastic shrinkage cracking

D.1 Methods for reducing plastic shrinkage cracking

Plastic shrinkage cracking (PSC) occurs within fresh concrete, before its final setting. It is due to drying and consequent contraction of the exposed concrete surface prior to sufficient strength development [76, 121, 130]. Plastic shrinkage cracks typically appear 30 min to 6 h after casting. The occurrence and severity of plastic shrinkage cracking can be reduced by:

- Lowering the evaporation rate;
- Wetting of the concrete surface (e.g., via controlled fogging);
- Increasing the volume of bleed water reaching the surface;
- Use of short-fiber reinforcement;
- Reducing plastic settlement; and
- Effective design of the concrete materials.

A variety of test methods have been developed to assess the PSC potential of concrete materials [7, 8]. A key feature of most methods is the provision of restraint against plastic shrinkage. Some methods also introduce stress risers and details to activate the effects of plastic settlement. Ideally, evaporation rate is regulated through tight controls of temperature, relative humidity, and air speed across the concrete surface.
As indicated above, it is commonly accepted that small additions of fiber reinforcement reduce the occurrence and severity of plastic shrinkage cracking of concrete. Fiber type influences the cracking behavior and other factors, such as workability of the concrete mixture. The literature indicates that glass fibers are effective in reducing plastic shrinkage cracking, comparing well with the most commonly used polyolefin fibers. The following sections review the abilities of fibers to reduce plastic shrinkage cracking, along with other consequences of their use.

D.2 General use of short-fiber reinforcement

This section briefly reviews the use of short-fiber reinforcement to reduce PSC. The effectiveness of glass fiber reinforcement, in particular, is discussed in Section D.3.

Short-fiber reinforcement improves the cracking performance of concrete, both at early ages and in the longer term. Steel fibers can be used to control plastic shrinkage cracking, but non-metallic fibers provide similar performance at much lower volume fractions. For example, crack width reductions of approximately 80% were obtained using steel fibers at a dosage of 0.5 vol%, yet similar reductions in crack width were obtained using only 0.1 vol% of non-metallic fibers [112]. This tendency is due, at least in part, to the higher surface area of non-metallic microfibers relative to that of ordinary metal fibers on a per volume basis. With respect to plastic shrinkage cracking, polypropylene (PP) fibers have been the most widely studied and used in commercial applications [122, 128, 137].

<table>
<thead>
<tr>
<th>Fiber amount kg/m³ (vol%)</th>
<th>Water permeability coefficient (×10⁻¹² m/s)</th>
<th>Gas permeability coefficient (×10⁻¹⁰ m²)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0 (0%)</td>
<td>5.94</td>
<td>47.92</td>
</tr>
<tr>
<td>4.65 (0.20%)</td>
<td>14.89</td>
<td>49.30</td>
</tr>
<tr>
<td>5.80 (0.25%)</td>
<td>24.19</td>
<td>76.71</td>
</tr>
<tr>
<td>7.00 (0.30%)</td>
<td>30.65</td>
<td>181.03</td>
</tr>
</tbody>
</table>

Table D.1: Permeability characteristics of polypropylene fiber reinforced concretes [110].

The presence of fibers may affect the transport properties of the cement-based composite. As indicated by Table D.1, by increasing the amounts of polypropylene fibers both the water and gas permeabilities increase relative
Figure D.1: Influences of shrinkage reducing admixture and PVA fibers on cracking widths during the exposure time (from Passuello et al. [97]). F200 indicates a mixture with PVA microfibers; F45 indicates a mixture with PVA macrofibers to the control case without fibers [110]. This study involved monofilament PP fibers that were 6±1 mm in length and 20±5 μm in diameter.

Banthia and Gupta [11] found that small amounts of PP fibers, within the range of 0.1 to 0.3% by volume, are effective in reducing total crack area, maximum crack width, and the number of cracks. Increasing the fiber amount improves performance, yet workability may degrade at higher volume fractions. Longer fibers and low denier fibers were more effective in reducing crack areas and crack widths. Fibrillated fibers were found to be more effective in controlling shrinkage cracking than their monofilament counterparts. These findings suggest that the total surface area of fibers is an important parameter: higher surface area leads to reductions in PSC.

Sadiqul Islam and Gupta [110] examined concretes containing 0.1 to 0.3% PP fibers and found that increasing fiber content effectively reduced both crack area and crack width relative to the control case without fibers.

Passuello et al. [97] studied the influences of shrinkage reducing admixtures (SRA), in combination with PVA fibers, on plastic shrinkage cracking. They found that SRA greatly reduced crack widths relative to the control case of plain concrete without SRA (Fig. D.1). In addition, the use of SRA delayed
the time of crack appearance. Whereas the use of PVA fibers alone (at 0.5% by volume) did not delay the time of crack appearance, crack widths were greatly reduced. The microfibers (F200), likely due to their larger bonded surface area, performed better than the macrofibers (F45). The use of both SRA and fibers (at 0.25% by volume) provided both a delay in cracking and reduced crack widths.

Plastic shrinkage cracking may be fostered by plastic settlement. Qi et al. [101] investigated the influence of PP fiber additions (at volume fractions ranging from 0 to 0.7%) on plastic shrinkage cracking. Both fine fibrillated and coarse monofilament fibers were considered. They found that fiber usage dramatically reduced plastic settlement (Fig. D.2). The finer fibrillated fibers were more effective in reducing settlement, possibly due to their larger surface area. However, monofilament fibers were effective at higher dosages with less negative impact on workability.

Qi et al. [101] also observed that the fiber concretes had higher evaporation rates (Fig. D.3). It appears that PP fibers facilitate the transport of bleed water to the exposed surface. This has also been observed elsewhere [31]. However, other studies suggest the wetting properties of the fibers influence bleeding rate. In particular, fibers made of hydrophobic materials (e.g., PP) appear to cause higher bleeding rates than fibers made of hydrophilic materials [37].
D.3 Glass fiber reinforcement

There have been relatively fewer studies on the effectiveness of glass fibers in reducing PSC. Modern-day use of glass fibers is restricted to materials that are resistant to the alkaline environment of concrete. However, fiber degradation is not an issue while the concrete is in a plastic state.

<table>
<thead>
<tr>
<th>Fiber type</th>
<th>Relative density</th>
<th>Elastic modulus (GPa)</th>
<th>Tensile strength (MPa)</th>
<th>Strain at failure (%)</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>PP</td>
<td>0.91</td>
<td>8.48</td>
<td>480</td>
<td>-</td>
<td>[15]</td>
</tr>
<tr>
<td>PP</td>
<td>0.91</td>
<td>-</td>
<td>300–400</td>
<td>-</td>
<td>[102]</td>
</tr>
<tr>
<td>PP</td>
<td>0.9</td>
<td>5</td>
<td>450</td>
<td>18</td>
<td>[119]</td>
</tr>
<tr>
<td>PP</td>
<td>0.91</td>
<td>4–5</td>
<td>620–758</td>
<td>8–10</td>
<td>[129]</td>
</tr>
<tr>
<td>Glass</td>
<td>2.58</td>
<td>70</td>
<td>-</td>
<td>-</td>
<td>[14]</td>
</tr>
<tr>
<td>Glass</td>
<td>2.7</td>
<td>77</td>
<td>2000</td>
<td>-</td>
<td>[94]</td>
</tr>
<tr>
<td>Glass</td>
<td>2.74</td>
<td>-</td>
<td>2450</td>
<td>-</td>
<td>[102]</td>
</tr>
<tr>
<td>Glass</td>
<td>2.72</td>
<td>80</td>
<td>2280</td>
<td>3.6</td>
<td>[119]</td>
</tr>
<tr>
<td>Glass</td>
<td>2.68</td>
<td>72</td>
<td>1700</td>
<td>4.5</td>
<td>[129]</td>
</tr>
</tbody>
</table>

Table D.2: Comparison of PP and glass fiber properties.

Some of the relevant properties of glass and polypropylene fibers are compared in Table D.2. The properties vary between the different studies, but the general trends are clear. The PP fibers have a significantly lower unit weight, which might affect their dispersion within concrete mixtures; the unit weight of glass fibers is closer to those of cement and aggregate, such that
Figure D.4: Comparison of tensile stress at 2 mm crack opening and crack area due to plastic shrinkage (from Gupta and Banthia [57]).

Segregation due to buoyancy effects is not an issue. Glass fibers are much stiffer than PP fibers. Some studies attribute higher stiffness to improved control of plastic shrinkage. In addition, higher stiffness typically improves dispersion of the fibers within the concrete.

Gupta and Banthia examined mortar mixtures containing 0.1% of either glass, cellulose, or one of three synthetic fibers [57]. They found that total crack area is inversely proportional to post-cracking residual strength at early age (Fig. D.4). According to fiber pullout tests conducted at early ages, glass fibers exhibited exceptionally good post-peak load carrying capacity, as shown in Fig. D.5. The other fiber types, including PP, provided little resistance to pullout following peak load. For this reason, glass fibers were the most effective in controlling crack propagation and crack area.

Barluenga and Hernández Olivares [14] investigated the use of two different types of AR-glass fibers, at several volumetric fractions, in both ordinary and self-compacting concrete compositions. Both fiber types were composed of monofilament fibers with a length of 12 mm and a diameter of 14 µm. The fiber dosages were 0.6, 0.9, and 1.0 kg/m³. For these dosages, there was no influence of the fibers on the fresh state consistency of the concrete. For both concrete types, addition of glass fibers reduced total cracked area and maximum length of the cracks. Fibers were introduced as part of the dry mixture and, in a separate test, after the addition of water. Both means for
introducing the fibers led to similar results with respect to PSC. Independent of the type or amount of the glass fibers, all fiber reinforced mixtures led to a reduction of crack length of about 90% relative to that of the control case without fibers. The 0.6 kg/m$^3$ dosage provided the largest reduction in crack area relative to the control case.

Senthilkumar and Natesan [118] investigated the performance of three fibers types (glass, PP, and polyester) at different volume fractions within three concrete mixtures. Glass fibers were found to be the most effective with respect to reducing PSC. It was also found that, for the same volume fraction of fibers, smaller fiber diameters improved cracking resistance. A similar finding was made in other studies [13, 88].

Messen et al. [86] investigated the plastic shrinkage cracking of mixtures containing cellulose ether and either EVA (ethylene-vinyl acetate) or glass fibers. For the case of glass fibers, they were added to the mortar in the proportion of 0.035% by volume (1 kg/m$^3$) of mortar. Figure D.6 shows the reduction in shrinkage strain at the drying surface, which was measured optically using digital image correlation. The glass fibers are highly effective in reducing the free shrinkage and local strain variations at the drying surface of the mortar. Both these results explain the observed effectiveness of glass fibers in reducing PSC.

Malathy et al. [82] found that glass fibers were highly effective in reducing plastic shrinkage cracks. In particular, their tests showed that 0.3% volume fraction of glass fibers prevented PSC in concrete containing 10% silica fume by weight of cement, as shown by the crack width measurements in Fig. D.7.
Figure D.6: Influence of EVA and glass fibers on free shrinkage of the drying surface (from Messan et al. [86]). Legend values are in terms of weight percent. For example, the glass fibers were dosed at 0.06% as a weight fraction, which is 0.035% as a volume fraction.

Figure D.7: Reduction of crack width for normal concrete and concrete containing 10% silica fume by weight of cement (from Malathy et al. [82]). The legend indicates drying: a) at 45°C; and b) at 52°C
Table D.3: Fiber dimensions and properties (from Rahmani et al. [102]).

<table>
<thead>
<tr>
<th>Fiber</th>
<th>Length (mm)</th>
<th>Diameter (mm)</th>
<th>Aspect ratio (l/d)</th>
<th>Specific gravity (gr/cm³)</th>
<th>Tensile strength (MPa)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Steel</td>
<td>35</td>
<td>0.55</td>
<td>64</td>
<td>8</td>
<td>1100</td>
</tr>
<tr>
<td>Glass</td>
<td>15</td>
<td>0.012</td>
<td>1250</td>
<td>2.74</td>
<td>2450</td>
</tr>
<tr>
<td>Polypropylene</td>
<td>12</td>
<td>0.022</td>
<td>545</td>
<td>0.91</td>
<td>300-400</td>
</tr>
</tbody>
</table>

Similar favorable trends were observed between glass fiber content and crack area.

Boghossian and Wegner [129] investigated the use of flax fibers to reduce PSC and produced results for PP and glass fibers for comparison. Different fiber lengths were also evaluated. Some of the main results of that study are presented in Fig. D.8. For each parameter combination, the coefficient of variation of the results is large, even though a minimum of four and a maximum of six replicate specimens were tested. Results for the most effective fiber lengths are plotted in Fig. D.9. It is clear that glass fibers performed well. PSC was practically eliminated for dosages of 0.1 vol% and above.

Rahmani et al. [102] evaluated the performance of steel, glass, and PP fibers with respect to reducing PSC. They used the ASTM C1579 test configuration (which involves a restrained slab with a stress riser). The fiber dimensions and properties are summarized in Table D.3. All fiber types were dosed at 0.1% by volume. The test results are summarized in Table D.4. Two replicate specimens were tested for each type of fiber mixture. This is an unusual case where hooked steel fibers, though having less specific surface area, performed best with respect to reducing crack widths. With respect to reducing both crack width and crack area, the glass fibers performed better than the PP fibers. As for many of the experimental studies cited herein, however, variations of the crack width and area measurements were not reported. Therefore, one cannot make statistically significant conclusions on the relative effectiveness of the fiber types.

Sivakumar and Santhanam [119] investigated combinations of steel and other fiber types to reduce PSC. Hooked steel fibers were combined with either PP, glass, or polyester fibers. All hybrid combinations were more effective in improving cracking behavior, relative to the use of a single fiber type. Steel-polypropylene combinations offered the best results. Whereas steel-glass combinations were the least effective, the glass fibers were shorter than
Figure D.8: Total crack area relative to plain control specimens and maximum crack widths (from Boghossian and Wegner [129]). Coefficient of Variation (CoV) is shown by the bar indicators.
Figure D.9: Comparisons of total crack areas and maximum crack widths based on most effective fiber lengths (from Boghossian and Wegner [129]).

Table D.4: Plastic shrinkage test results (from Rahmani et al. [102]).
the other non-metallic fibers (i.e., 6, 20, and 12 mm for the glass, polypropylene, and polyester fibers, respectively). When using a single fiber type, volume fractions above 0.25% severely reduced workability for polypropylene and polyester fibers; in contrast, the glass fibers suffered less workability loss up to dosages of 0.38% by volume.

D.4 Laboratory testing: preliminary results

An apparatus has been constructed for assessing plastic shrinkage cracking of concrete mixtures. Such evaluations complement the computational modeling done in this project. Although the computational modeling begins with the mixing of the concrete constituents, it does not represent the processes associated with plastic shrinkage cracking prior to setting of the concrete.

The formwork and stress-risers for the apparatus, shown in Fig. D.11, are in accordance with ASTM specifications [7]. As per specification, the evaporation rate is increased by forcing air across the exposed surface using a fan.

A LabVIEW Virtual Instrument (VI) has been developed to acquire relative humidity and temperature readings of ambient conditions and at the concrete surface. Honeywell (model HIH-4000 series) analogue sensors are used for this purpose. The front panel and wiring diagram for the VI are
Figure D.11: Formwork for plastic shrinkage test

displayed in Figs. D.12 and D.13, respectively. The VI records and displays the sensor readings, along with an estimation of evaporation rate based on the readings. In addition, the VI captures images of the concrete surface (via a digital camera) and determines crack opening and crack area using a series of image analysis routines. The image acquisition rate is adjustable.

Tests of plastic shrinkage cracking demonstrated the efficacy of short-fiber reinforcement in delaying cracking and restricting crack growth. Figure D.14 compares crack opening measurements for two mortar mixtures, with and without short-fiber reinforcement. The addition of 0.2% vol polypropylene fibers (Fibermesh 150) delays the appearance of cracking and then reduces crack opening. The differences in crack opening are clearly evident in Fig. D.15.

The crack opening values given in Fig. D.14 were obtained using a hand-held gage. The use of automated image analysis to measure crack opening provided qualitatively similar results, but with greater variation about the mean values due to low resolution of the camera. We anticipate obtaining a better camera/lens setup for accurate, full-field measurements of crack opening.

Additional plastic shrinkage tests have been conducted. The results suggest the tests are not easily reproducible. Apparently, the tendency for plastic shrinkage cracking is sensitive to variations in mixture composition, produc-
Figure D.12: Virtual instrument front panel

Figure D.13: Virtual instrument wiring diagram
tion methods, or environmental conditions. Additional formwork has recently been constructed, such that dual testing can be conducted (i.e., a control case and one with parametric variations can be tested side-by-side.) In this way, unintended differences in composition, production methods, or environmental conditions can be reduced or eliminated.

D.5 Summary

Synthetic fibers (e.g., polyolefin fibers) are commonly used to control plastic shrinkage cracking (PSC). Their use is supported by careful examination within the literature. The number of studies on glass fibers is relatively fewer. Nonetheless, there is sufficient data to conclude that glass fibers provide at least the same degree of protection against PSC. Based on the survey of the literature, several observations can be made.

1. Short fibers affect PSC through two mechanisms. The fibers:
   - are dimensionally stable and stiffer than the cement-based matrices at early ages. These stiff fibers restrict plastic shrinkage and crack development; and
• promote (or hinder) the transfer of bleed water to the exposed surface, thus delaying (or hastening) the onset of drying. The tendency to either promote or hinder bleeding appears to depend on the wetting properties of the fibers. Fibers made of hydrophobic material (e.g., PP) tend to promote bleeding, whereas fibers made of hydrophilic material may have the opposite tendency.

2. Relative to the commonly used polyolefin fibers, glass fibers have a significantly larger elastic modulus. For example, glass fibers are stiffer than polypropylene fibers by a factor of about 10. This higher stiffness lessens PSC, all other factors being equal. The higher stiffness of the glass fibers also facilitates their dispersion within the concrete mixture.

3. The unit weight of glass fibers is similar to those of the aggregates and cementitious ingredients within the concrete mixture. This facilitates fiber dispersion during mixing. In contrast, commonly used polyolefin fibers have a much lower unit weight, which can cause them to segregate during mixing and placement.

4. The contact area between the fibers and matrix appears to be a key factor in controlling PSC. Fibers of smaller diameter, and thus larger surface area per unit volume, are more effective in reducing PSC.

5. Substantial reductions of PSC are obtained even for small (e.g., 0.05 vol%) additions of glass micro-fibers. Increasing the fiber dosage improves resistance to PSC. According to the different studies cited herein, dosages in the range of 0.1 to 0.3 vol% provide the desirable performance.
6. Comparisons between different fiber material types (e.g., glass versus PP) are complicated by differences in the fiber dimensions. Length and/or diameter of the compared fibers were often different, both within and between the studies. Furthermore, few of the studies cited herein reported variations between the replicate specimens with respect to crack area and crack width. Such information is needed to make statistically significant conclusions on the relative performances of the different fiber types.
Appendix E

Nomenclature

Table E.1: Cementitious materials parameters - Nomenclature

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Constituent</th>
</tr>
</thead>
<tbody>
<tr>
<td>FA</td>
<td>fly ash</td>
</tr>
<tr>
<td>SF</td>
<td>silica fume</td>
</tr>
<tr>
<td>LRWR</td>
<td>ASTM C494 Type A low-range water reducing admixture</td>
</tr>
<tr>
<td>MRWR</td>
<td>ASTM C494 Types A and F medium-range water reducing admixture</td>
</tr>
<tr>
<td>NHRWR</td>
<td>ASTM C494 Type F naphthalene sulfonate high-range water reducing admixture</td>
</tr>
<tr>
<td>PCHRWR</td>
<td>ASTM C494 Type F polycarboxylate high-range water reducing admixture</td>
</tr>
<tr>
<td>WRRET</td>
<td>retarding agent</td>
</tr>
<tr>
<td>ACCL</td>
<td>accelerating agent</td>
</tr>
</tbody>
</table>

Table E.2: List of symbols

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>$h_{ij}$</td>
<td>Euclidean distance between nodes $i$ and $j$ [m]</td>
</tr>
<tr>
<td>$t$</td>
<td>time [s, h, d]</td>
</tr>
<tr>
<td>$A_{ij}$</td>
<td>area of Voronoi facet common to nodes $i$ and $j$ [m$^2$]</td>
</tr>
</tbody>
</table>

Thermal analysis

$\alpha/c$ | aggregate to cementitious materials ratio [kg/kg] |
$c$ | cementitious materials content [kg/m$^3$] |
$c_p$ | specific heat capacity [J/(kg·K)] |
$q_{conv}, q'_{conv}$ | heat flux due to convection and its modified value [W/m$^2$] |
$q_{sun}, q'_{sun}$ | heat flux due to solar radiation and its modified value [W/m$^2$] |
Heat flux due to radiation and its modified value [W/m²]
concrete equivalent age [h]
water-to-cementitious materials ratio [kg/kg]
thermal diffusivity [m²/s]
apparent activation energy [J/mol]
cumulative amount of heat produced by hydration [J/kg]
heat of hydration of cement [J/kg]
total heat available for reaction [J/kg]
rate of heat production by cementitious materials hydration [J/(kg·s)]
universal gas constant [J/(mol·K)]
temperature [°C]
ambient, concrete, reference, and surface temperatures [°C]
sky temperature [°C]
degree of cementitious materials hydration and its ultimate value
hydration model parameters
coefficient of thermal expansion and its long-term value [1/°C]
solar absorptivity of concrete
emissivity of concrete
heat flux reduction factors
thermal conductivity [W/(m·K)]
mass density of concrete [kg/m³]
Stefan-Boltzmann constant [W/(m²·K⁴)]
magnifying factor for coefficient of thermal expansion at early-ages
coefficient of convective heat transfer [W/(m²·K)]
elemental and system capacity matrices
elemental and system conductivity matrices
relative humidity [-]
ambient relative humidity [-]
relative humidity associated with self-desiccation and its ultimate value [-]
parameter relating hygral diffusivity and relative humidity
moisture flux due to convection and its modified value [m/s]
parameter relating humidity decrease and self-desiccation
diffusivity values associated with fully dried material [m²/s]
diffusivity values associated with saturated material [m²/s]
hygral diffusivity [m²/s]
hygral shrinkage coefficient
hygral convection coefficient [m/s]
Mechanical analysis

\( b \)
\( f_c, f_{cu} \)
\( f \)
\( k_{rs}, k_s, k_t \)
\( k_{\phi x}, k_{\phi y}, k_{\phi z} \)
\( n_\alpha \)
\( q_1, q_2, q_4 \)
\( t', t_e \)
\( t_r \)
\( t_{is}, t_{fs} \)
\( w \)
\( w_c \)
\( A_{ij}^e \)
\( E \)
\( E_v, E_S \)
\( F_n, F_s, F_t \)
\( I_{11}, I_{22}, J_p \)
\( D \)
\( K_e, K \)
\( \alpha_{0i}, \alpha_0 \)
\( \phi \)
\( \gamma \)
\( \epsilon_h, \epsilon_T \)
\( \epsilon^i, \epsilon^e, \epsilon^f \)
\( \zeta \)
\( \eta \)
\( \kappa \)
\( \kappa_0, \kappa_1 \)
\( \nu \)
\( \theta_R \)
\( \vartheta_1, \vartheta_2 \)
\( \sigma \)
\( \sigma_R \)
\( \sigma_p, \sigma_{fs} \)
\( \psi, \psi_S \)
\( \xi \)
\( \omega \)

element thickness [m]
compressive strength and its asymptotic limit [MPa]
tensile strength [MPa]

stiffness coefficients of the uniaxial springs [N/m]
stiffness coefficients of the rotational springs [N \cdot m]

parameter relating rate of solidification to degree of hydration

instantaneous elastic, viscoelastic, and viscous strain parameters [1/MPa]

age of loading [h]
equivalent age [h]

reduced time representing the thermal-hygral effects on creep [h]
times of initial and final concrete setting [h]

crack opening [m]

traction-free crack opening [m]

projected area of element facet [m^2]

elastic modulus of concrete [MPa]

activation energies for creep and microprestress processes [J/mol]

spring-set forces in the normal and two tangential directions [N]

principal planar and polar second moments of facet area [m^4]

material constitutive matrix

elemental and global stiffness matrices

degrees of hydration at initial and final setting

coefficient governing concrete setting behavior

viscoelastic microstrain

hygral and thermal strains

instantaneous elastic, viscoelastic, and viscous flow strains

coefficient governing material property development

effective microscopic viscosity [MPa/s]

stress-to-strength ratio

microprestress model parameter [1/(MPa \cdot d)]

microprestress model parameter [MPa/K]

Poisson’s ratio

inclination of tensile force resultant relative to the element axis

parameters defining the break-point in the tension softening relation

axial stress [MPa]

stress resultant [MPa]

penetration resistance and its value at final setting [MPa]

reduced time coefficients for creep and microprestress processes

factor relating normal and shear spring stiffnesses

degree of damage
Φ non-aging micro-compliance function [1/MPa]
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